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ABSTRACT

We present methods for comparing and performing similarity queries for gene-expression time-
series data. Such data is usually gathered via microarrays or related technologies. In the studies
with which we work, the methods are used to compare the gene activity of mice after exposure to
different treatments, or with specific genes knocked out. This lets us compare the effects of the
treatments or knockout at a molecular level. The data tends to be sparse in time, but it represents
measurements for thousands or tens of thousands of separate genes, each of which constitutes a
separate dimension. Such data is also subject to technical noise and biological variability.

Our approach involves three key steps. The first step is to reconstruct a continuous time series
from the discrete observations. We use B-splines to accomplish this. Unlike previous methods, we
relax the fit of the splines so that they are less prone to overfitting the data. We place the points of
discontinuity in the spline in such a way that a spline is well-defined over the whole length of the
series.

The second step is to align the pairs of time series in order to find a time-by-time correspon-
dence that maximizes the similarity between them. We present two segment-based algorithms that
are specially designed to align gene-expression data. We also develop heuristics to speed up the
alignment computations, without adversely affecting the quality of the alignments found. Finally,
we present an approach for computing clustered alignments, in which the genes are split into a
small number of clusters, each of which is aligned independently.

The final step is to score the alignments found, based on the similarity of the two series. This
allows us to conduct similarity searches, in which we compare a query of unknown character to
series associated with other treatments that have been well-studied. One of our high-level goals is
to create a BLAST-like tool, that will allow biologists to enter the gene-expression data from their
own studies, and will return treatments that affect gene expression in similar ways.
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Chapter 1

Introduction

The comparison and alignment of gene-expression time-series data is an important problem in
modern computational biology. Figure 1.1 shows a small example of this kind of data. We have

several sets of dat&réatmentsin our domain), each of which consists of multiple channels of data
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Figure 1.1: Toy examples of gene-expression time-series data. Here four different time
series, each from a different treatment, or experimental condition, have data for three
genes. The points indicate discrete observations of the underlying gene expression levels.

Real data contains measurements for thousands of genes.



(gene3 whose values vary over time. We have developed algorithms that improve the state of the
art in comparing such data to find their similarities and differences.

Roughly speaking, a gene is a stretch of DNA within a cell that encodes a product, such as
an enzyme or other protein, or an RNA molecule. (We will define “gene” formally and in more
depth in Chapter 2.) A gene that is being read to create its product is said to be being “expressed.”
Because cells have limited resources, cells will generally only express genes when they are needed.
Expression varies between cells based on many factors, including outside stimuli, expression levels
of other genes, signals like hormones or enzymes, and cell type (in multicellular organisms). Ob-
taining a snapshot of a cell’'s gene-expression values gives us an informative but partial description
of the cell’s state.

Because genes are not static, their activities are often best represented as a time series. How-
ever, at present there does not exist any technology to cheaply and accurately observe the gene-
expression levels of a cell continuously. We must make do with making observations at several
discrete times in order to estimate the underlying activity. This problem is illustrated in Figure 1.1.
The curves represent the hidden expression levels of the genes as they vary over time, while the
dark points represent discrete observations.

Numeous biological studies have collected gene-expression time series. Here we consider a
few examples. One of the most prominent examples is that of y8astefevisiagcell-cycle
data (Spellman et al., 1998). The expression levels of genes in yeast rise and fall as the cells go
through their reproductive cycle. Spellman et al. used various methods to synchronize yeast cell
populations, and then measured expression levels at multiple times during the cell cycle. Aach and
Church (2001) were the first to compare these series, using the standard dynamic programming
techniques similar to those we discuss in this paper.

Khodursky et al. (2000) measured gene-expression time sefiesaliin order to characterize
the genes regulating the bacteria’s synthesis of the amino acid tryptophan, in part by observing gene
activities over time when the bacteria were exposed to differing external amounts. More recently,
Ong et al. (2002) applied dynamic Bayes networks to this data in order to model the changes in

gene-expression levels over time.



Circadian rhythm studies have also produced gene-expression time-series data. Certain genes
are strongly associated with the circadian cycle in a vareity of organisms. Storch et al. (2002)
gathered data on these genes from the hearts and livers of mice over a 48 hour period. Comparing
the data from the two organs, they found little overlap between the expressed circadian genes in the
heart, and those in the liver. In a separate study, Claridge-Chang et al. (2001) gathered time-series
data on circadian genes from the heads of fruit fli2snielanogastgrover six days. They isolated
several genes showing strong circadian cyclical expression patterns.

Several research groups have also gathered gene-expression time-series data from embryonic
stem cells, in order to better understand their pluripotent properties. Chang et al. (2006) detailed
methods used to gather data on human embryonic stem cells. Chen et al. (2007) focused on gene-
expression time series which are related to the development of the circulatory system. Tuke et al.
(2009) applied some of the same techniques to mouse embryonic stem cells. They observed the
cells in the process of differentiation over the course of nine days, in order to pick out the ones

associated with differentiation.

1.1 Time Series Comparison Subtasks

We break down the comparison of time series into three main steps:

i. Reconstructionin which we use interpolation techniques to fill in missing data, so that the

time series we are aligning appear to be regularly sampled.

ii. Alignment in which we identify a mapping from time coordinates in one series to the time
coordinates in another series such that the similarities in their expression responses are max-

imized.

iii. Similarity Searchin which we quantitatively assess how alike two series are, allowing us to

identify the time series in a database that is most similar to a given query.
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Figure 1.2: Toy gene-expression reconstruction problem. Only a limited number of ob-
servations are made, represented by the dark points. Expression levels at intermediate

times must be reconstructed from what data is available.

1.1.1 Reconstruction

Figure 1.2 illustrates the problem of observations only being made at discrete times. Often
these observations are sparse in time, and will be taken at different times in different treatments.
In order to compare time series, we first reconstruct the data so that we can compare regularly-
sampled series.

Early studies used linear interpolation (Aach and Church, 2001) to reconstruct intermediate
time points. However there has been success in using more complicated interpolation methods,
such as B-splines (Bar-Joseph et al., 2003; Luan and Li, 2004). We have developed methods that
use B-splines not only to interpolate missing data, but also to filter out extreme readings from the

data.

1.1.2 Alignment

The next step in comparing two time series is to align them, as shown in Figure In&l\Na
comparing the same time points in two series will often not reveal the degree of similarity of
the series (Keogh and Pazzani, 2000; Aach and Church, 2001). The similarity of two series can be
greatly underestimated if there is biological variation in the temporal response, error in observation
times, or if the series are even slightly out of phase with one another. In the process of alignment,

one searches for a mapping between the two series that maximizes their similarity. This is often
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Figure 1.3: Toy gene-expression alignment problem. The lines joining the expression
curves show the best mappings from times in one gene to times in the other. This align-
ment is non-global, as the end of the bottom series does not correspond to any part of

the top one.

calledtime warpingor justwarping because it is equivalent to subtley distorting one of the series
so that the two line up. Often, some limit is placed on the warping to prevent very dissimilar series
from appearing too much alike. For example, we could exclude warpings in which the absolute
difference in times is more than some threshold.

It is often not clear whether the entirety of two series being compared should be accounted for
by the alignment. Consider the case in which we apply a chemical treatment to an organism. There
is a well-defined starting point at which we can begin to monitor the effects of the treatment, but
it is difficult to know when and if these effects have finished. In other cases, there may not even
be a well-defined starting point, making the alignment much harder. The majority of alignment
algorithms perform global alignments. These algorithms make the implicit assumption that both
series have advanced to the same point by the end of their observations. By contrast, we have
devised non-global methods of alignment, such as that illustrated in Figure 1.3.

Common time warping methods include parametric time warping (Eilers, 2004), dynamic time
warping (Keogh and Pazzani, 2000), and segment-based time warping (Nielsen et al., 1998). The
algorithms differ in speed and accuracy, and have different strengths in different domains. We have
developed a pair of methodsultisegment generativandshorting correlation-optimized warping
(SCOW, which we detail in Chapter 5.
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Figure 1.4: Toy gene-expression similarity problem. Given a query, we want to determine
to which previously seen treatment it is most similar. Here, the highlighted areas within
Treatments B and C show strong similarity. In Treatment B, all the genes have been

warped together. In Treatment C, they have been warped separately.

1.1.3 Similarity Search

The final step is to score the alignment between the two series. Scoring pairs of series allows
us to perform a similarity search for a query time series among a database of labeled or previously
characterized series. This task is illustrated in Figure 1.4. Here, ditbatment B or Treat-
ment C might be good matches for the query series. We discuss our scoring methods in Chapter 5

and consider the task of similarity search in Chapters 5, 6, and 7.

1.2 Motivations

One of our chief goals has been to create a tool analogous Bettie Alignment Search Tool
(BLAST), but for time-series data. BLAST is an algorithm that compares biological sequences

such as nucleotides or amino-acid sequences (Altschul et al., 1990). By doing a BLAST search, a



researcher can compare a query sequence to a database of other sequences, and identify those that
resemble the query. The methods we have developed allow similar queries about gene-expression
time-series data. This task is illustrated in Figure 1.4.

The development of such a tool helps in the need for faster, more cost-efficient protocols for
characterizing the potential toxicity of industrial chemicals. More than 80,000 chemicals are used
commercially, and approximately 2,000 new ones are added each year (Hayes et al., 2005). This
number makes it impossible to properly assess the toxicity of each compound in a timely manner
using conventional methods. However, the effects of toxic chemicals may often be predicted by
how they influence gene expression. It is likely that gene-expression profiles will soon become
a standard component of toxicology assessment and government regulation of drugs and other
chemicals (Thomas et al., 2001).

For example, let us say that we have a new chemical that needs to be characterized. We have
a database of time series, in which the expression levels of a certain set of mouse genes are in-
creased after exposing the animals to an inflammatory agent, but decreased after exposure to a
hypoxic agent (one which prevents tissues from getting enough oxygen). We can first obtain gene-
expression measurements after exposing mice to the new chemical, and then compare these mea-
surements to those in the database using our algorithms. Based on this, we might determine if
the chemical has inflammatory or hypoxic properties, and can then decide on further study in this
direction.

Another motivation has been the comparison of organisms having a particular gene “knocked
out” or disabled, with wildtype organisms with the functioning gene. By comparing gene-expression
time-series data between these two groups, one can elucidate the role of that gene in the organ-
ism’s genetic regulatory network (i.e. the complex system of genes that influence one another’s
expression). Our work has focused on Mop3, which is one of the central regulating genes of the
circadian cycle in mice (Bunger et al., 2000, 2005). Knocking out Mop3 causes a cascade of other
effects in other genes. We believe that genes that are aligned in similar ways between the wildtype

and knockout profiles may be closely related in the network.



1.3 Special Considerations for Gene-Expression Time Series

When comparing two gene-expression time series, there are several factors that we must con-

sider. We will revisit these often throughout this work.

e Discrete observationsAt present, there does not exist any well-developed technology to
continuously monitor genes within a living cell. We must make many separate observations
at discrete times, and reconstruct the hypothetical gene-expression levels at intermediate

times that were not observed.

e Temporal sparsityMost time series available from gene-expression studies contain only a
handful of time points (Ernst et al., 2005). This makes reconstruction of a continuous time

series difficult.

¢ High-dimensionality:Current methods of collecting gene-expression data allow us to mea-
sure thousands of genes simultaneously. Thus each time “point” in our time series lies in a
high-dimensional space. The data sets we explore represent thousands or tens of thousands

of separate genes.

e Non-uniform and irregular samplingGiven the sparsity of the time series, it is typically
the case that they have been sampled at non-uniform time intervals. Moreover, the sampling

times may vary for different time series.

e Noise:Current data collection methods suffer from technical limitations that introduce noise
into the data. Fortunately, methods are improving that will minimize this noise in the future.

However, at present it is a problem that we must address.

¢ Biological variability: When gene-expression experiments use an animal model, there is
also a component of biological variation that affects the data measured. In some cases, each
data point is sampled from a different animal. Moreover, the animals may be genetically

distinct.



These properties of time-series data result in several additional challenges when aligning a pair

of time series.

e The time points present in one series may not correspond to measured points in the other.

e The series may be of different size. They could consist of a single observation, or many.
Additionally, they may vary in their extent: one could span only a few minutes or hours

while the other could include measurements taken over days.

e Series may differ in amplitude, temporal offset, or temporal extent of their responses. For
example, two series may be similar, except that the gene-expression responses in one are

attenuated, occur later, or take place more slowly.

e Two series may differ in that one of them shows more temporal evolution. In other words,

one series may appear to be a truncated version of the other.

1.4 Open Problems

In comparing two time series, there are several open problems that we have attempted to an-

swer:

e How can one accurately reconstruct time series when there are irregular observations and
noise? Previous methods have mostly used linear interpolation to reconstruct data (e.g. Aach
and Church (2001)), or aligned the unreconstructed data directly (e.g. Ernst et al. (2005)).
Bar-Joseph et al. (2003) proposed the use of B-splines for interpolation. However, the
method that they use has two principal shortcomings. First, the splines they calculate may be
undefined if there is a large enough gap between successive observations. Second, B-splines
can often overfit the data. In such a case, the “interpolating” curves will oscillate greatly
between the observed points. Our contribution has been to develop a fitting algorithm that
will return well-defined splines regardless of time between observations, and that will filter

out extreme high and low expression levels. We cover this approach in Chapter 4.
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e Previous approaches to aligning gene-expression time-series data have used parametric time
warping (PTW) (Bar-Joseph et al., 2003) or dynamic time warping (DTW) (Aach and Church,
2001). As shown in greater detail in Chapter 2, both of the methods have potential pitfalls.
PTW conducts a restricted search for a valid alignment that likely will not include the distor-
tion between treatments or conditions. By contrast, DTW performs a relatively unrestricted
search from a large family of possible alignments. (In practice, the search space is usually
pared down by making certain assumptions about the warp, such as thatitis global.) PTW is
probably too limited, but we do not have enough data to take full advantage of the warping
allowed by DTW. Is there a better way to align and compare gene-expression time-series
data, that falls between the two methods? We have borrowed a technique from the chro-
matography community: the segment-based alignment. This is a piecewise linear alignment,
that maps different segments of the time series separately. This allows adjacent time points
to be warped in a similar manner. It permits a wider search than PTW, but not as wide as

DTW. We describe two segment-based alignment methods we have developed in Chapter 5.

e Almost all previous work has made the assumption that the time series should be aligned
globally. This is unwarranted for the tasks considered here. Keogh (2003) presents an ap-
proach that is the sole exception of which we know. Their method addresses this issue by
separating series alignment into two steps. First this method finds a good ending time point
for the query series, and then it performs a global alignment up to that point. Is there a
way to perform non-global warping directly, as part of the alignment search? The alignment
methods that we present and evaluate were developed to do precisely this. They align and
short in a single step, performing a local alignment without a preprocessing step. We focus
on a specific kind of local alignment, in which the end(s) of one series or the other remains
unaligned. We refer to this ahortingthe alignment. We believe that algorithms with this
ability will outperform ones that cannot. We explain shorting in more detail in Chapter 2,

and discuss how we incorporate it into alignment methods in Chapter 5.
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e Previous approaches have assumed that all genes should share the same alignment, such
as is illustrated in Figure 1.3. It has been conjectured that aligning the genes separately
is prone to error, in part because they are sampled so sparsely (Bar-Joseph et al., 2003).
Assuming this error is random, aligning all the genes together will average out this error. Is
it really the case that all genes should always be warped as a unit? We observe that in some
applications, the relationship between two time series may be different for different groups
of genes. For example, when comparing an organism in which a gene has been knocked
out with a wildtype one, there might be a specific group of genes affected by the knockout.
Aligning genes in independent groups could reveal them. We therefore present and evaluate
an approach that calculates clustered alignments of time series. We have devised a method
that identifies clusters of genes, each of which is aligned independently. We discuss our

method in detail in Chapter 7.

1.5 Related Tasks

The methods we develop here for comparing time series have applications in other fields. Many
kinds of data are analogous to the data we use, in which several channels of data vary over time (or

some other dimension). Such other domains include:

e Speech recognitiorDynamic time warping was originally developed in the speech recogni-
tion community (Sakoe and Chiba, 1978). A speech recognition system contains a database
of spoken words, and compares utterances from a user against these database entries to find
the closest matches. The sounds made can be warped to be stretched and contracted in time,

and raised or lowered in pitch to match different voices.

e Sign lanugage recognitionKadous (1999) has gathered channel-based data for Australian
sign language. Here, the channels of data are the positions of the fingers and hands. An
unknown hand sign can be contrasted with a database of annotated, known signs. Signs
may need to be sped up or slowed down between replicates, or the positions of the hands

may be slightly different. Kadous used a feature-extraction based approach to the problem,
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classifying signs based on metadata from the observations. Keogh and Pazzani (2000) used

a DTW approach on the same data that is closer to our methods.

Robotics: Schmill et al. (1999) used dynamic time warping in the field of robotics. Their
robot measures its environment using sensors, which include sonars, velocity encoders,
bump sensors, and various readings from a blob vision system. Each of these sensors is
a source of a discrete channel of information. In order to formulate a plan of action, the

robot compares its sensor readings with previously seen ones. It uses DTW for this purpose.

ChromatographyNielsen et al. (1998) developed COW, or correlation-optimized warping,

in order to process chromatograms. In this case, the channel of information is the output of
a chromatography experiment, and the model lines up peaks from successive experiments in
order to compare them. COW represents one of the first uses of a segment-based warping

method. We discuss this approach more in Chapter 2.

Dissertation Statement

This thesis aims to answer several questions with regard to aligning and classifying gene-

expression time series. Specifically, we focus on the following hypotheses:

Using higher-ordered interpolations when reconstructing unobserved data will result in more

accurate alignments and comparisons.

. The best alignment methods are those which search a large space of potential alignments,

yet are biased so that the warping function used is locally self-similar.

Alignment methods that allow non-global alignments will result in more accurate aligments

of related treatments.

Warping all genes together will yield better results than warping each one independently, but
grouping them into a small number of clusters to be warped separately may provide more

accurate alignments.
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1.7 Dissertation Outline

The remainder of this thesis is organized as follows:

e Chapter 2 delves into the background information that is necessary for this thesis. We first
describe several biological concepts such as genes and nucleic acids, and the microarrays
used to gather gene-expression data. We then discuss previous time-series alignment meth-

ods, and their inherent advantages and disadvantages.
e Chapter 3 describes some of the past work that has been done on related problems.

e Chapter 4 details the methods we have used in order to reconstruct unobserved data, inter-

polating these unobserved times within time series. We focus on the use of B-splines.

e Chapter 5 explains the segment-based methods we have developed in order to align time
series and perform query similarity searches. We also discuss the methodology we have
developed to assess the accuracy of similarity searches, when there are no exact matches to

the queries within the database of treatments.

e Chapter 6 introduces optimization heuristics that we use in order to speed up our alignment

computations without adversely affecting the accuracy of the resulting alignments.

e Chapter 7 discusses clustered alignments. A clustered alignment specifies sets of genes, each
of which is aligned separately. We have developed a method that simultaneously decides to

which cluster any one gene should belong, and aligns the genes within each cluster.

e Chapter 8 summarizes the key contributions of this work, discusses some open problems

within time-series analysis, and offers some concluding remarks.
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Chapter 2

Background

This chapter details background information necessary to understand the the remainder of this
thesis. We start with basic biological concepts, including the nature of gene expression and how to

measure it. We then detail previous methods that have been used to align time series.

2.1 Relevant Biology

Here we discuss the biological concepts necessary to understand this work, including genes,

nucleic acids, the Central Dogma of molecular biology, and microarrays.

2.1.1 Genes and Gene Expression

Nucleic acids such asbonucleic acid(RNA) anddeoxyribonucleic acidDNA) are used by
living things to store and transmit the information necessary to sustain life. In bacteria and higher
organisms, the primary “blueprint” is contained in DNA.g&neis a stretch of DNA that is the
basic unit of heredity (Weaver, 2002). Most genes contain the information to crpatgpeptide
which is a chain of amino acids. (Some genes do not encode polypeptides, while some make
multiple ones.) Aproteinis one or more polypeptide chains that have been folded into a single
structure. Proteins are the basic building blocks of cells, and include enzymes, hormones, structural
elements, and molecules with many other functions.

Usually information cannot be transmitted directly from DNA to protein. There is an inter-
mediate step: thenessenger RNANRNA). mRNA is so called because its primary function is to

allow the transfer of information from the DNA to proteins. This flow of information—DNA to
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Figure 2.1: DNA and RNA transcription. The left panel shows a small stretch of DNA,
with its two strands and “rungs” of base pairs. The right panel shows RNA transcription,
in which part of the DNA strands separate and one of them is used as the template for
synthesizing a new RNA molecule.

RNA, and RNA to protein—is called by the Central Dogma of molecular biology. (The Central
Dogma also allows information to be transmitted from DNA to DNA, as when it is replicated.)
There are some exceptions to this ordering (e.g. retroviruses and reverse transcription), but the vast
majority of cellular activity follows this model.

A small strech of DNA is illustrated in the left panel of Figure 2.1. DNA consists of a sugar
backbone of arbitrary length, connecting regularly spaced elements taled The backbone
is directed, running from the “upstrear” (five prime) end to the “downstrean3’ (three prime)
end. In the simplest model there are four bases: the puadesineand guanine(commonly
abbreviated A and G) and the pyrimidinggosineandthymine(C and T). Almost all DNA occurs
as the familiar double helix—two strands wrapped around each other, connected by “rungs” made
of pairs of bases. The two strands are antiparallel, so th&t ted of one strand coincides with
the 3’ end of the other. Usually, A and T will only pair with each other, and likewise for C and
G. This means that the double helix is redundant, with each strand containing the complementary
information content as its mate. This is crucial to DNA replication, in which the strands separate

and each is used as the template for a new complementary strand.
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Figure 2.2: Protein translation. The mRNA molecule is used as a template for the new
polypeptide. The tRNA molecule attached to each amino acid and the ribosome work in
concert to map three base pairs to each amino acid.

RNA is very similar to DNA in structure. However unlike DNA it is typically found in single
strands rather than in the double helix. In addition, the pyrimidiraeil (abbreviated U) takes
the place of thymine. Itranscription(shown in Panel B of Figure 2.1), a gene is copied from
the DNA into a new RNA molecule. First the two strands of DNA separate from each other. One
strand, called théemplate strandis used to place new bases in the growing RNA. Complexes
called RNA polymerases find the complementary base pairs and add them one at a tim# to the
end of the increasing chain of RNA, until the signal is received to stop. Thus the sequence in the
nascent RNA strand matches ttading strandof the DNA, which is the strand not being used as
the template.

Translationis the process of creating a new protein from a transcribed messenger RNA. It is
illustrated in Figure 2.2. Like nucleic acids, proteins are composed of a chain of chemically similar
elements. In the case of proteins, these elements are the twenty amino acids. It takes a set of three
consecutive bases in the mRNA to map to a single amino acid. Such a set that is translated to an
amino acid is called aodon Each of the sixty-four4®) possible codons maps to either one of
the amino acids, or serves as a signal that the chain is complete. The proper amino acid is placed
in a growing chain with the help dfansfer RNA(tRNA) molecules, which link the codons to

the corresponding amino acids, amidosomeswhich facilitate the linking. When the process is
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complete, the polypeptide will be folded into a chemical active protein (possibly along with other
polypeptides), and released to perform whatever task it was created to do.

When a gene isxpressedit means that it is actively being used to create RNA. Most of these
are mRNAs, but in some cases (like tRNA) the RNA molecule is the final product. A cell's genome
may consist of hundreds to tens of thousands of individual genes. In multicellular organisms al-
most every cell contains a complete genome. In no cell is this genome uniformly expressed. The
majority of a cell’'s energy is used in the creation of proteins, and fabricating them needlessly can
be wasteful or even harmful. Some proteins should only be created under some special set of
environmental circumstances, such as when some outside chemical has been introduced. Others
may be crucial to a certain type of cell in a multicellular organism, but not needed in others. The
system that regulates the expression of each gene is extremely complex. Concentrations of spe-
cific proteins can affect the rates of transcription of different genes. Small RNA molecules such
as microRNAs (miRNAs) can also affect translation by regulating the activity of mMRNAs. The
machinery consists of a sequence of interrelated events in a “biological circuit.” For example, a
stimulus may cause a gene to be overexpressed, causing an abundance of its protein. This protein
might block the transcription of another gene while increasing the transcription of a third, causing
the appropriate effects on their proteins. This combination could in turn further increase the tran-
scription of the first gene. Feedback loops, autoregulation, and circuit forks are common. With
so many genes and their proteins present in each cell, deducing the sequence of responses to a
stimulus and their effects can be difficult.

However, most regulation of protein synthesis takes place at the transcription level. Further,
cells are continuously degrading mRNA after it has been transcribed. Thus the concentration of a
certain mMRNA is a good surrogate for the current activity level of a gene. Current technologies take
advantage of this, by measuring the amount of different mMRNAS in order to assess the expression

of a gene.
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Figure 2.3: Microarray schematic. Complementary DNA or RNA (cDNA or cRNA)
molecules are cloned from mRNAs and attached to a fluorescent label. These cDNAs
are then exposed to the microarray. Each spot on it contains many repeats of the same
sequence, attached to the glass or plastic base. If the labeled cDNAs find a spot with
a complementary sequence, they will bond. Measuring the fluorescence will then reveal
how much of the particular species of mMRNA is present.

2.1.2 Microarrays

We have explained that the synthesis of proteins is vital to the continuing existence of the cell,
and that the information necessary to construct them is contained within genes in the cell’s DNA.
Measuring the amounts of specific species of RNA present in a sample of cells gives a very good
indication as to which genes are active.

Microarray technology (Schena et al., 1995) is a tool for measuring the relative concentrations
of thousands of MRNAs simultaneously. At present, the use of microarrays is the most common
method used for this task, even though they are often criticized for introducing large amounts
of noise into the measurements (Aris et al., 2004). More accurate methods, such as RNA-seq
(Wang et al., 2008) and Serial Analysis of Gene Expression (Velculescu et al., 1995)—which
sequence individual RNAs—are becoming more common. As they become cheaper, microarrays
will eventually be replaced by these technologies and the measurements made will be more reliable.

A microarray is a piece of glass or plastic that is covered with many small spots, each of

which is keyed to a single sequence of DNA. Each spot contains several copies of a nucleotide
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Table 2.1: Sample microarray data. TCDD refers to 2,3,7,8-tetrachlorodibenzo-p-dioxin.
The expression values have been divided by control values and had their logarithms
taken, so that positive values indicate increased expression, and negative values de-
creased expression relative to some baseline condition.

Treatment Time Dosage Genel Gene2 Gene3 Gene4 ... Gene 1600
Acetominophen 4 hr. 10®4, -0.01 -0.01 -0.15 0.08 ... 0.04
Acetominophen 12 hr. 106/, -0.06 -0.11 0.15 0.26 ... -0.38
Acetominophen 24 hr. 106/, -0.16 0.19 -0.74 0.42 ... -0.03
Acetominophen 4 hr. 508, 0.08 0.21 -0.36 0.10 ... 0.18
Acetominophen 12 hr. 5084, -0.06 -0.03 0.08 0.10 ... -0.03
Acetominophen 24 hr. 508/, -0.03 0.28 -0.47 0.59 ... 0.32
TCDD 6 hr. 1), -0.01 -0.10 -0.14 0.28 ... 0.03
TCDD 12 hr. 1485, -0.06 0.01 0.04 -0.11 ... -0.12
TCDD 24 hr. 1484,  -0.06 0.01 0.08 0.10 ... 0.00
TCDD 36 hr. 184,  0.16 0.03 0.01 0.26 ... -0.04
TCDD 48 hr. 184, -0.03  -0.19 0.12 -0.04 ... 0.01
TCDD 60 hr. 1485, -0.08 0.04 -0.07 0.43 ... -0.03
TCDD 72 hr. 1#¢,, -0.03 -0.03 -0.08 -0.07 ... 0.01
TCDD 96 hr. 1, -0.11  -0.16 -0.08 041 ... -0.06

sequence, which are bonded to the chip as shown in Figure 2.3. Each sequence will bond to a
free-floating nucleotide strand with a basewise complementary section. These strands are made by
cloning them from the mRNA present in a given biological sample. In some systems, these strands
are complementary DNA (cDNA), which is created with reverse transcriptase (which is an enzyme
capable of synthesizing DNA from RNA). Other systems use complementary RNA (cCRNA), which
can be created from the cDNA. The number of complementary strands (whether cDNA or cRNA)
is proportional to the original number of MRNAs. Further, each one has had a fluorescent molecule
attached to it. It will therhybridize or bond, to a spot on the microarray only if some part of its
sequence complements the one on the spot, attaching the label to the array. Thus, the strength of
the fluorescence of a spot will provide a signal proportional to the concentration of the original
MRNA, and indirectly the expression level of the associated gene.

Table 2.1 shows an example of microarray data, taken from theeEproject (Hayes et al.,

2005). Here each expression value is the average liver cell expression for four different mice that
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have been exposed to the given treatment, divided by the average expression of four control mice.
Then the base-logarithm is taken, so that a positive value indicates increased expression and
negative values indicate decreased expression. This is the type of data that we use to create our
time series.

As stated before, microarray measurements are subject to noise (Aris et al., 2004). Such noise

includes:

e Nonspecific cross hybridizatioithe nucleotide sequences connected to the microarray may
in fact match subsequences of many genes, not just one. This can result in observations in

which one gene is counted as another.

¢ Differences in the efficiency of labeling reactiori3ifferent nucleotide sequences may be
more or less likely to bond with the fluorescent label. Also, sometimes the label itself may

alter the degree to which the nucleotide can bond to the array.

e Production differences between microarray§he production process is not perfect, and

differences between microarrays can cause small differences between observations.

As microarrays are replaced by newer technology, this noise will be minimized. However even
with the most accurate of methods, biological variability remains a complicating factor. Different
observations are often of different organisms, who respond in subtly different ways to stimuli.
This is especially the case when working with mice or other animals, in which an observation
often requires the sacrifice of the animal.

In addition, each observation (regardless of method) can cost hundreds or thousands of dollars.
This means that time-series data often contains few observed times, and few replicates. This tem-
poral sparsity is another potential source of error, as it is difficult to correct noise that has been

introduced.

2.2 Alignment of Time-Series Data

In some cases, a gene-expression response may be assayed at various time points, and thus

the measured data constitutes a time series. One task of interest might be to compare pairs of



21

Global Alignment Shorted Alignment Double-Shorted Alignment

-
eries g

™~
—

Time S
N
Time Series ¢
v
Time Series ¢

Time Series d' Time Series d Time Series d’

Figure 2.4: Global and shorted alignments in warp space. The alignment paths show the
mapping between two time series. Corresponding points are highlighted. In the global
warping, the end points are aligned. In the shorted alignment, the end of one series is
not aligned to the other. In the double-shorted alignment, the end of either series and the
beginning of either series are not so aligned.

time series, in order to assess their similarities and differences. However, one cannot usually just
compare identical times within the two series (i.e. comparing the series at zero hours, then at one
hour, then two hours, etc.). This has been shown to be a very brittle measure that is especially
vulnerable to temporal shifts or noise in the series (Keogh and Pazzani, 2000). Instead, one must
first align the series in order to determine equivalent times.

The alignment of two time series can be easily visualizedanp space Warp space is a two-
dimensional Cartesian coordinate system, in which both dimensions are time. One dimension is
the time of the first series, and the other is the time of the second series. Examples of warp space
can be seen in Figures 2.4 through 2.7. We call the first sé?(ﬁsr database) and the second
seriesg (for query).

An alignment pattor warping pathis a continuous set of points, y) in warp space. They are

restricted so that the values in each dimension are monotonically increasing. That is,
T < Tigy (2.1)

and
Yi < Yig1- (2.2)
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The alignment path corresponds to a mapping from one series to the other. If a path contains a
point (z,y), then timez in cfmaps toy in ¢. Small horizontal or vertical sections of the path are
analogous to “gaps” in sequence alignment (Durbin et al., 1998). If there are no such horizontal
or vertical sections, the mapping between the series will be one-to-one. Figure 2.4 illustrates
three different warping paths. Intuitively, one can think of the alignment path as “starting” at its
lowermost, leftmost point and proceeding up and to the right. For any point on the path, one can
trace a horizontal line to the left and a vertical line down, to find the corresponding points in the
two series. Several of these correspondences are shown in the figure.

Note that the methods detailed here can be used to align either a one-channel time series, such
as the expression profile of a single gene, or a multi-channel time series, such as the expression
profile of a set of genes. For clarity, the figures show a single gene, even though that is seldom the
case.

There are several methods used to search for the path which best aligns the two series. We will
explore several of them in this chapter, including parametric time warping, dynamic time warping,

and correlation-optimized warping.

2.2.1 Alignment Shorting

The vast majority of work on time-series alignment assumes a global alignment, in which the
whole of one series is aligned with the whole of the other (Keogh and Pazzani, 2000; Aach and
Church, 2001; Bar-Joseph et al., 2003; Ratanamahatana and Keogh, 2005). This is the kind of
alignment that is shown in the first panel of Figure 2.4. By definition, a global warp assumes that
the first times of the time series correspond to each other, and the last times as well. In warp space,
this means that a global alignment path will stretch from the origin (bottom left in the figures) all
the way to the farthest point (top right).

This assumption is often unwarranted in gene-expression time-series problems. For example,
consider the case in which we are comparing two related treatments, in which one has a greater
dosage or efficacy. In such a case, its effects might appear greatly accelerated when compared

to the other. The algorithm should not align the entirety of both series to one another. Rather, it
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should align all of the weaker treatment’s series to the first part of the stronger treatment’s series,
leaving the rest of the weaker treatment unaligned.

We call such an alignment shortedalignment, and show an example in the center panel
of Figure 2.4. A shorted alignment is a special case of a local alignment. We still require the
beginnings of both series to be aligned to each other. However the end of one and only one series
can remain unaligned. In alignment space depictions like those in Figure 2.4, a shorted alignment
path begins in the lower lefthand corner, and stretches to either the top or to the right of the graph.
Shorted alignments are most useful when treatments have well-defined zero-points that one can
assume are aligned. For example, in the toxicogenomic studies we consider, the zero-point is
the time at which the toxin was introduced to the organism. Here we can make the simplifying
assumption that before the treatment is applied, all the animals were expressing their genes in a
similar manner.

Note that we are not the first group to recognize the need to develop algorithms for computing
shorted alignments. Keogh (2003) devised a two-step shorting method that first finds the appropri-
ate end points of an alignment, before calculating a “global” alignment up to these points.

As we show in the next sections, different search algorithms for the best alignment path are able
to short to differing degrees. One of our hypotheses is that shorting is an important consideration
in aligning time series, and methods that are able to do this will tend to perform better than similar
methods that cannot.

In some cases, we may wish to allow the alignment to short not only at the end of the series,
but also at the beginning. Suchdauble-shortedalignment is shown in the rightmost panel of
Figure 2.4. We may wish to use this type of alignment in problems in which there is no well-
defined zero-point in the time series. For example, when the “treatments” consist of organisms
with different genotypes, there may not be times that we can assume a priori are aligned to each
other. In a double-shorted alignment, the beginning of one of the series remains unaligned, and the
end of one of the series (possibly the same one) also remains unaligned. In terms of the warping
paths in our figures, a double-shorted path will start on the bottom or the left, and extend to the top

or to the right.
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Figure 2.5: Parametric time warping. The alignment is selected from a specified family
of functions, such as the set of linear or second-order polynomial alignments exemplified
here. Finding the alignment consists of fitting the parameters of the function in order to
minimize a distance function.

Unfortunately, determining a double-shorted alignment is often computationally much more
expensive than a single-shorted alignment or a global alignment. Many of the path search algo-
rithms rely on dynamic programming, and allowing both variable start points and variable end
points limits the utility of storing calculations in a table or matrix. Further, one must take care
that the warping path aligns a significant portion of both series. For example, an algorithm might
align the very beginning of one series with the very end of the other. This would result in a very
short alignment path, in one of the corners in the warp space figure. While technically a proper

double-shorted alignment, this will often not be a very interesting result.

2.2.2 Parametric Time Warping

Parametric time warping (PTW) is a simple warping method, which was formalized by Eilers
(2004). Parametric warping includes linear warping, which has often been used before (e.g. by
Bar-Joseph et al. (2003)). The idea of PTW is to use a fundtign to characterize the warping
path, whereP is chosen from a predetermined family of functidfge.g. polynomials of a certain

order). ldeally, we can find a function such that:
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dpw) = q, (2.3)

whered; and ¢; are theith elements otfandcj. Most commonly, this means minimizing the

squared distance between the two series:

(1

P = argmin (ﬁ > D(q, dﬁ(t))), (2.4)

P -
teT

whereD is a distance function between two poigtsindds,, in the time series being compared.
Usually, D is squared Euclidean distance. The vedtds the set of times for which the distance

will be calculated, such as an evenly spaced distribution dveBecause Equation 2.4 is not a
linear equation, there is no analytic solution. It must be solved via a search or by successive ap-
proximations. In principle, the sét may be any valid family of functions. In practice, it is usually
limited to polynomials. For many applications, second-order polynomials are sufficient (Eilers,
2004):

P(t) = a0t2 -+ alt + as. (25)

The values of the coefficients are solved via successive approximations until Equation 2.4 has been
minimized.

Parametric time warping is fast, is easy to implement, and can return accurate alignments when
the proper family of functions is known. Further, no special care needs to be taken to allow the
method to find shorted alignments. If the function naturally increases in one dimension faster than
the other, the alignment will be shorted.

However, PTW can have considerable disadvantages. Most importantly, the search is limited
to a single family of functions. Many possible alignments are not even considered. In statistical
terms, the resulting alignments may have a large bias component to their errors (Geman et al.,
1992). Another potential problem is that the distances between any two ppiatglg; in the
time series are usually calculated independently of each other. This means that the algorithm does

not account for stretches of the time series in which one of them undergoes some uniform shift.
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Figure 2.6: Dynamic time warping. Individual points of the series are compared via
Euclidean distance, creating a warping path with many short vertical, horizontal, and
diagonal segments.

For example, if the two series are related but one of them has a higher dosage or efficacy, there
might be a uniform amplitude shift in a stretch of that series. In theory, redefinitgremove
this independence assumption could help compensate for this. However in practice, this would

drastically increase the search time necessary, and to our knowledge has not been done.

2.2.3 Dynamic Time Warping

Dynamic time warping, (DTW) is one of the most common methods used to align two time
series. It was developed by Sakoe and Chiba in the speech processing community (1978), but
has been applied to a variety of domains including robotics (Schmill et al., 1999), hand gesture
recognition (Keogh and Pazzani, 2000), manufacturing (Gollmer and Posten, 1995), and medicine
(Caianietal., 1998). Itis a dynamic programming algorithm, taking advantage of frequent repeated
calculations.

Figure 2.6 shows an alignment returned by DTW. It computes the alignment of 5@11@!3?
by creating aralignment matrix’. Each elemeni(i, j) holds the score of the best alignmengof

up to times against:fup to timej. The elements are calculated recursively as:
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’}/(Z - 17])
v(i,7) = D(qi, dj) + min ¢ ~(i,j — 1) : (2.6)
Yi—1,5-1)

Here, D(g;, d;) represents the Euclidean distance between betwegmpoint: andd at point;.

The first element of" is defined as:

7(0,0) = D(qo, do). (2.7)

The final elementy(|q| — 1, |d| — 1), thus holds the score for the best alignment of the entirety of

both series. This is used as the final score:

score = (|q — 1, |d] — 1). (2.8)

Starting at this element, we find the previous adjacent best element that was used to define that
element’s score, as per Equation 2.6. We contittaeing backuntil we reach(0,0). These
elements found by the traceback define the alignment path. Formulated in this way, DTW is
incapable of shorting an alignment. (Though as mentioned previously, Ratanamahatana and Keogh
(2005) short by first taking an extra step to search for subseries to “globally” align.) In Chapter 5
we will discuss a method we have developed to allow DTW to short alignments, by redefining
Equation 2.8.

Given series of lengtln andn, the alignment matrix has.n entries to be calculated. Each
of these calculations takes constant time. Thus; itk n, the time and space complexities are
O(n?). Keogh (2002) has been able to speed up alignments even further, to appregctHe
does this by simultaneously restricting the allowed warping path to be close to the diagonal, and
quickly calculating lower bounds on their distance functions that allow many of the calculations to
be skipped.

The alignment space searched by DTW is quite large. With a fine enough temporal granularity
in the series being aligned, the warping path returned can arbitrarily approach any path that mono-

tonically increases in both dimensions from the origin to the end point. However, in practice the
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Figure 2.7: Correlation-optimized warping. COW is a segment-based warping method
that searches for the best knots (points of discontinuity of the segments) only within the
marked tracks.

method shows a strong bias toward returning a short path. This is because almost every step adds
to the total score, which the algorithm is minimizing.

Like parametric time warping, DTW also makes an independence assumption that can cause
problems. Because of the nature of the warping matrix, the distance between any pair of points
¢; andd; is necessarily independent of the distances between other points. If there is a stretch
of several consecutive times in one of the series that undergoes the same shift (such as a uniform
amplitude shift), DTW will not take that into account. It will score each individual time pair
separately.

Nevertheless, DTW remains in common usage in many domains. It is fast, well-studied, and

fairly accurate.

2.2.4 Correlation-Optimized Warping

Correlation-optimized warping (COW) was developed by Nielsen et al. (1998) in order to com-
pare chromatography data. As shown in Figure 2.7, COW is a segment-based method. The align-

ment path consists of. contiguous segments. These segments partition the sﬁaiedcfeach



29

into m subseries, where théh subseries of each series correspond to each other. The score of a
given alignment is the sum of the correlations between corresponding subseries.

Figure 2.7 also illustrates how COW searches for good segment endpoiktmtefIt looks
for these in only a limited area of alignment space. The segments are assumed to be of constant
length with respect tg, and variable with respect th The vectork contains the coordinates of
the knots ing. These are usually evenly spaced. COW works by filling a zero-indexed nhigtrix
which is of dimensions + 1 by |d|. The element/(k, i) contains the score of the best alignment
of d from zero toi andq from zero toK, (the kth element ofK) usingk segments. It is filled

using the following recurrence relations:

0 if:1=0
~(0,4) = (2.9)

—o0o otherwise

v(k,1) = max {7(1{; —1,y) + cor (d(y, 1), ¢(Ky_1, Ky)) (2.10)

yEpred(i,k)

whereq(ty, ;) represents a subseriesgfrom ¢, to ¢, d(to, t1) is defined likewise, andor(d, b)

is the Pearson correlation (Coolidge, 2006):

cor(@, ) = L (@ - @b - b) (2.11)
VS - a2 (28 (b — 5)2)

The predecessor function lists valid starting locationd far segments ending at

with ¢ being a user-defined “slack parameter” that controls the size of the search space.
The best alignment, and its resulting score, is represented by the elemethiabttorresponds

to the end of the global alignment:
bestscore = ~(m, |d| — 1), (2.13)

Assuming the segments are of roughly equal length, and that the slack parameter is proportional

to this length, COW'’s time complexity i©(mn?), wherem is the number of segments ands
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the length of one of the series. Each segment calculation can be doxe)itime. The number of
predecessors for any one element of one of the matrix iSl89. The size of the matrix (and the
space complexity of the algorithm) @(mn). Multiplying these values together yieldgmn?).

Note that COW does not make the independence assumption between points in the series that
both DTW and PTW do. Within the subseries defined by each segment, the distances between
points are clearly dependent on each other.

However, COW has several limitations. First, itis incapable of shorting the alignment. Because
it only searches for knots in one dimension, it is difficult to modify the algorithm to allow shorted
alignments. Second, COW is apt to align subseries which differ greatly in magnitude because it
scores by correlation. Third, the computation in Equation 2.10 may sometimes return an undefined
value if the input segments do not have a defined correlation (as when both segments consist of all

Zeros).

2.3 Chapter Summary

In this chapter we have provided reviews of the necessary background knowledge to under-
stand this dissertation. First, we covered relevant biological concepts, including DNA, RNA, and
proteins, the Central Dogma of molecular biology, and microarrays. We described the methods
used to obtain the data with which we will be working. Second, we explained previous algorithms
used to align time-series data. Parametric time warping finds a function from a family that best
aligns the series. Dynamic time warping uses a fast dynamic programming algorithm to create
a path from many short sections. Correlation-optimized warping is a segment-based method that

scores every segment via correlation.
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Chapter 3

Related Work

In this chapter we describe some of the previous, related work that other groups have done.
We start by describing methods that explicitly align pairs of time series. Techniques in this group
tend to be the most related to our own work. After this, we review other works that are related
to our own, including techniques to model time-series data (such as dynamic Bayes networks),
and methods that adress problems similar to specific subtasks of our alignment problem (such as

reconstructing hidden expression level data, or clustering time series).

3.1 Time-Series Alignment Methods

We start by detailing works whose primary mechanism of action involves aligning two or more
time series. Often this is the first step toward assessing the similarity of the time series, and this

assessment may in turn be used to find the most similar series to a query.

3.1.1 Dynamic Time Warping

Much of the work in alignment has focused on dynamic time warping (DTW), which was
originally developed by Sakoe and Chiba (1978) in the speech recognition community. Aach and
Church (2001) were the first to apply the method to gene expression profiles, and other groups
have followed (Liu and Niller, 2003; Criel and Tsiporkova, 2006). The alignment methods that
we present in Chapter 5 differ in several key respects. Most significantly, we use a segment-based
alignment method rather than DTW. In addition, Aach and Church focused only on alignment,

while our methods also are able to pick out the database time series most similar to a query series.



32

Further, we use nonlinear spline models in conjunction with time warping in order to interpolate
to unseen time points, while Aach and Church used only linear interpolation. Finally, we consider
local alignments of time series in which one of the series is shorted.

Keogh and Pazzani (2000) explored using DTW to compare a query to each series in a large
database in order to classify the query. They observed that the time complexity of @,
can be too large when comparing a query against a large number of other series. Their solution
was “piecewise aggregate approximation,” in which they subsampled the series being compared
and calculated the distance between the subsampled series as a first approximation of the true
distance. Doing so does not significantly affect accuracy of classification, although it increases the
speed of the calculation by one or two orders of magnitude.

Keogh (2002) continued to improve DTW's running time by restricting the allowed warping
path to be close to the diagonal—keeping allowed warps within the so-called “Sakoe-Chiba band.”
With most warps disallowed, a given point in one series is compared to only a limited number of
points in the other series. It is easy to calculate the range of values those other points might have,
thus being able to quickly find a lower bound on the distance to be calculated. This speeds the
alignment calculation substantially. On 32 different data sets, Keogh showed the complexity to be
essentiallyO(n).

Keogh (2003) continued using this bounding approach to DTW. In this work, it was applied
to “uniform scaling,” in which one series is stretched or compressed by a constant factor before
aligning. This approach is very close to the “shorting” that we have studied, and predates our
work. Fu et al. (2008) synthesized the bounding functions for uniform scaling and DTW into a
single bound, while Euachongprasit and Ratanamahatana (2008) added amplitude shifting to the
method.

Ratanamahatana and Keogh (2005) dispelled some common misconceptions about DTW, and
made compelling arguments in light of these studies for using DTW for time-series alignment
problems. They argued that DTW is simple, fast, and accurate, and should be considered for any
time-series alignment problem. However in our case, DTW does not have as high an accuracy as

the segment-based alignment methods that we use. We believe there are a few reasons for this.
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First, DTW's search for an alignment path has few restrictions, and it can return an approximation
of any valid alignment function (see Section 2.2). The Keogh group’s use of the Sakoe-Chiba
band in conjunction with uniform scaling addresses this problem, but creates another: it assumes
that the warping of one series onto another should be roughly uniform. Gene-expression time-
series data can violate this assumption—especially in cases in which the two series being aligned
are from similar but not identical treatments, or when they are from treatments with different
doses. Secondly, DTW has no memory of previous calculations. Every point-to-point distance is
necessarily independent of distances immediately before and after it. This is the one reason that
we use a segment-based alignment. Within each segment, each time point is warped in the same
way as its neighbors, and distances of adjacent times are dependent on one another.

Finally, Xi et al. (2006) made contributions in the area of what they call “numerosity reduc-
tion” with respect to the classification task using DTW. They assume that the database holds many
example series with the same classification. Their technique discards redundant or confusing ex-
amples, speeding up the search for ones similar to the query. This is not a valid strategy in our
case because the members of our database are already composite objects formed from numerous
discrete observations. We do not have replicate time series of the same treatment, as might be the

case in domains besides gene expression.

3.1.2 Segment-Based Warping

Nielsen et al. (1998) developed COW, or correlation-optimized warping. COW is the first ex-
ample of a segment-based alignment method, and was created to compare chromatography data.
It divides the two series intan segments each, and then sums the Pearson cross correlations
(Coolidge, 2006) of each corresponding segment, using dynamic programming to find the align-
ment that maximizes the sum. However it has some drawbacks. Most significantly it cannot short.
Additionally, the use of correlation means that it is blind to large differences in amplitude between
each segment pair. Despite these problems, our tests show it to have a high accuracy in finding
similar gene-expression time series. We have developed our SCOW algorithm (see Section 5.1.2)

in order to solve these shortcomings of COW.
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3.1.3 Parameterized Time Warping

Eilers (2004) formalized the use of parametric time warping, in which the alignment path is
selected from a family of closed-form functions (e.g. linear warping, polynomial warping, etc.).
However the concept had been used many times before, as by Bar-Joseph et al. (2003). The prin-
cipal problem with parametric time warping is that one must know the proper family of functions
a priori. We use parametric time warping as one of our comparison methods, and find that it does
not align or classify well when using our toxicology time-series data set.

Bar-Joseph et al. (2003) used a warping method that finds a linear mapping between the two
time series being aligned. Although it allows local alignments like our method, the linear model
does not adequately represent complex alignments. Our alignment methods are more expressive,

being based on multisegment methods (although not as expressive as alignments based on DTW).

3.1.4 Latent Trace Models

Listgarten et al. (2005) developed a generative model that aligns multiple time series of the
same kind or class. Their model assumes that each observed time series is a non-uniformly sub-
sampled version of a single, unobserved “latent trace.” Each observed series also has some local
rescaling and additive noise. They did not use their method for similarity queries, but only to align

multiple series together.

3.1.5 Longest Common Subseries

Another approach to aligning time series is the “longest common subseries” (LCSS) approach.
In this approach, the similarity between two time series is the length of the longest common se-
guence between the two, often normalized by the length of one of the input series.a3akod.
(2001) modified the definition of LCSS by allowing one of the series to be transformed by a linear
function. This could be particularly useful for gene-expression time-series data, since similarity
functions need to be robust to amplitude changes. However Bdleb al. did not apply their
method to gene-expression analysis. The authors detailed several algorithms for calculating LCSS

with linear transformation: an exact one that runs in cubic time with respect to the length of the
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series, and three heuristics that run in linear to quadratic time. However, they did not address the
issues of stretching series temporally, or of shorting the series.

Morse and Patel (2007) developed another algorithm for calculating the exact LCSS of two
series. This one has a worst-case time complexit® 0f23¢) and a space complexity ¢¥(n?),
wheren is the length of the series amds the dimensionality of the data. However, they showed
that it often works in much better time, in cases whéris low enough that it can be ignored.
They achieve this speedup by placing every observed pointiidienensional grid, and pruning
comparisons of points that are not close in the grid. Unfortunately, this approach suffers from
the curse of dimensionality. Morse and Patel focused on data with only one or two dimensions.
In gene-expression time-series data, every gene is a separate dimension. With thousands or tens
of thousands of dimensions, the method cited here would have difficulty computing the distance
between time series in a reasonable period of time. The authors suggest handling high-dimensional
data by projecting it into a much lower-dimensional space, in order to place them on the grid.
However with such an extreme change in dimensionality, it is unclear if this would offer any
benefit over other alignment methods. Further, their method suffers from the same problem as

DTW, in that every pair of times is compared without consideration for other adjacent time points.

3.2 Other Work

There has also been substantial research in other related areas besides time-series alignment.

Many of the following methods are relevant to our work.

3.2.1 Signature-Based Identification

Thomas et al. (2001) and Natsoulis et al. (2005) were both concerned with finding “signatures”
of gene expression levels for purposes of classification among treatments or conditions. However
unlike our work, they did not use time series in their calculations. Instead, they treated each gene
as a single scalar value, and attempted to classify a query based on these values. (For example,
as exposure to a class of chemical, or as a particular disease.) Thomas et al. usedBayes

approach, while Natsoulis et al. compared several different algorithms, including support vector
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machines and linear classifiers based on logistic regression. Both also devoted considerable effort
to reducing the number of genes used in the calculation, in order to make the algorithms more
human-comprehensible.

Lamb et al. (2006) addressed a similar task, except that they took a nonparametric, rank-based
approach. Using their method, one builds a database in which each element is an ordered list of the
genes under consideration. The genes at the top of the list are those that are most strongly expressed
(relative to a control) at a specified time after exposure to a treatment. Likewise, the genes at the
end are those that were most weakly expressed. The query is then compared to each element in
the database using a rank comparison method similar to Spearman’s rank correlation coefficient,

to obtain a score between -1 (meaning strong anticorrelation) and 1 (strong correlation).

3.2.2 Dynamic Bayes Networks

Ong et al. (2002) used dynamic Bayes networks (DBNs) to model the expression levels of
genes within an organism over time. In this case the organisntEwedli, and they were trying to
model the dependencies of its genes on one another. Their method makes extensive use of expert
domain knowledge in order to create an initial DBN, and then uses standard techniques to modify it
according to the data. Nachman et al. (2004) also used DBNs, but in conjunction with a kinematic
model that explicitly models the relation between concentrations of unobserved regulatory proteins

and gene expression levels.

3.2.3 Feature Extraction

Other methods work by extracting features from the temporal data in such a form that can
be used by machine learning algorithms such as decision trees, neural networks, inductive logic
programming, etc. (Mitchell, 1997). This is the approach taken by Kadous (1999) to compare a
sign in Australian Sign Language against a database of known signs. In this case, the temporal data
consists of the locations of the hands and fingers over time. Kadous’s emphasis was on extracting

human-meaningful rules to classify each sign.
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Eruhimov et al. (2007) developed a similar algorithm, also extracting features from the time
series. However the authors were not concerned with human comprehensibility. Instead, their
algorithm extracts a large number of statistical measures characterizing each dimension, and then
classifies time series via a boosted ensemble of trees. Such an approach radically increases the
number of features, and may not be tractable for gene-expression time-series data, which can
already contain many thousands of genes.

Liu and Muller (2003) used a model which calculates the mode of a series, which is a nonpara-
metric summary statistic. Their technique couples mean updating with time warping in order to
obtain the mode of a set of time-warped gene-expression series. The modes can then be used to
characterize individual genes, or to group them.

Another example of this kind of work was Yamada et al. (2003). The technique described here
couples DTW with decision trees (Mitchell, 1997), to make a human-comprehensible tree that
classifies time series. In their scheme, every leaf node of the decision tree contains a classification,
while every internal node of the decision tree consists of a time series and a threshold. Each internal
node has two branches. If the distance between the query series and the node series is less than
the threshold, the query goes down one branch. If not, it goes down the other. The decision tree is
created by taking each series from the training set in turn, and judging how well it splits the data

into different groups by adding an optimal threshold.

3.2.4 Reconstruction of Hidden Data

Given the sparseness of microarray data, the reconstruction of hidden time points has been an
important question in its own right. Bar-Joseph et al. (2003) and Luan and Li (2004) were among
the first to use B-splines to represent missing data. The methods we detail in Chapter 4 extend
their work. Our techniques smooth the data, making our reconstructions less sensitive to outliers.
We also make sure that the linear equations used to fit the splines are solvable, which is a possible
pitfall in the works listed here.

Other authors have tried to use specific domain knowledge to model the prevalence of mMRNA

following a treatment. Chechik and Koller (2009) created an “impulse model” that specifically
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models the starting equilibrium of specific mMRNA molecules, a short period of transition after
they have been perturbed, and a new, different equilibrium after the reaction has come to rest.
This model is especially appropriate in domains such as toxicology, in which a specific treatment
is introduced at a known time. Farina et al. (2008) provided another kinematic model, this time
explicitly incorporating the rate of mMRNA degradation over time.

The work of Nachman et al. (2004) is also related to the issue of data reconstruction. As
stated above, they use a kinematic model which explicitly represents the relation between hidden
regulator proteins and gene expression levels. They use this model to reconstruct the levels of
different mMRNA molecules in a sample at unseen times. They also use it to find which regulators
affect which genes, by creating an “ideal regulator” that would explain all of a gene’s unexplained

activity, and finding which known regulators most closely match this profile.

3.2.5 Clustering of Time Series

Finally, there is a wealth of previous work on partitioning genes into meaningful clusters based
on their expression levels. However our work on clustering is novel mainly in that we do not cluster
directly on expression. Rather, we cluster based on the difference in expression between two
different treatments (i.e. conditions). In our scheme, two genes with radically different expression
profiles may be in the same cluster, if those profiles are altered in the same way between two
treatments.

Ben-Dor et al. (1999) used a graph-theoretical method to cluster genes. Their method creates
a graph in which every node is a gene. Every gene is connected in the graph to all the others with
which it has a similar profile. It then finds all the cliques or near-cliques in the graph. The method
does not explicitly use time in its calculation, although the authors suggested that it can be made to
do so by measuring all genes at several predefined time points, and/or using differences between
subsequent times as features.

Chudova et al. (2003) were concerned with simultaneously aligning and clustering sets of mul-
tidimensional curves, using an expectation-maximization (EM) algorithm. During each iteration

of the EM procedure, the parameters of each cluster of genes are updated, and then the genes are
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reclustered according to the new parameters. In this sense the approach is similar to our own clus-
tering methods. However, they used a Markov model to perform time warping, in which each state
represents a stage in the gene’s evolution over time.

Gaffney and Smyth (2005) also used an EM procedure to simultaneously align and cluster
genes. However, their method warps genes directly against each other, rather than using a Markov
model. Their method uses a combination of linear warping along with regression mixture models
that allow for nonlinear warping.

Yuan and Kendziorski (2006a) used hidden Markov models (HMMs) to efficiently identify
differentially expressed genes in gene-expression time-series data. The data their method analyzes
must be taken from at least two treatments or conditions, and the states of the HMM indicate
whether the gene is expressed equivalently or differentially under the various conditions. Yuan and
Kendziorski (2006b) used a similar technique along with EM to cluster the genes while identifying
them as equivalently or differentially expressed. This technique is similar to our approach of
clustering genes according to how they vary between treatments. However, our approach finds
(and clusters on) more complicated warps between genes under different treatments, rather than
just how likely the genes are to be differentially expressed.

Ernstetal. (2005) clustered short time series by creating a representative set of distinct temporal
expression profiles. These “model profiles” are chosen independently of the data. Each gene is then
assigned to the profile to which it has the highest correlation. Significance tests are then done to
see which profiles have a higher number of members than expected.

Leng and Miller (2006) used principal component analysis to perform clustering. The tech-
nique is to extract several orthogonal components from the time series, and express each gene as
a linear combination of them. The genes are then separated into clusters based on the proportions
of these components that are used. The method is related to that of Liuigdkat {2003), which
is reviewed above. The method in this paper can also be used for clustering, based on the modes
which it derives from the genes’ expression levels.

Finally, Langmead et al. (2002b) were concerned with identifying genes with repeating expres-

sion patterns, which is a related task to clustering. In their formulation, the undirected Hausdorff
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metric is used to calculate distances between genes. The authors claim that this better gauges their
similarity than the correlation coefficient. The calculation is performed on the autocorrelation

of each gene-expression time series, rather than on the series itself. This allows their similarity
measure to be phase-independent. Langmead et al. (2002a) developed another variation of the

algorithm, which uses maximum entropy to calculate a gene’s phase and period.

3.3 Chapter Summary

In this chapter we have discussed the work of other groups that is related to our own. Those
groups that explicitly align multiple time series have done the work very closely related to our own.
Other groups that we have mentioned have modeled time-series data without explicitly aligning it,

or have focused on particular tasks with which we are concerned as well.
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Chapter 4

Interpolation of Gene-Expression Time Series

As has already been stated, gene-expression time-series data frequently suffer from non-uniform
and irregular sampling. Very often, expression levels have been sampled only a few times over the
course of the series. We thus use interpolation in order to reconstruct the missing data before
computing alignments or doing other calculations. Linear interpolation would be an easy method
to use, but B-splines have been used before successfully with similar gene-expression data (Bar-
Joseph et al., 2003). We hypothesize that, in our case, B-splines can better reconstruct the data
and filter out the noise inherent in microarray data. In pursuit of this, we have developed novel
methods to fit observed data and reconstruct the intermediate times. We refer to these interpolated
intermediate observations gsseudo-observations.”

B-splines are a kind of piecewise polynomial (Rogers and Adams, 1989). They generalize
linear interpolation so that the reconstructed data can consist of quadratic, cubic, or higher-order
curves. Further, B-splines are capable of acting as filters, eliminating extremes in the reconstruc-
tions which result from using noisy data as input.

This chapter will first define B-splines and derive their properties. We then discuss the tech-
niques we use for them in representing gene-expression data. Finally, we show the experiments we
have run to demonstrate their utility in this domain. Parts of the material covered in this chapter

were originally published in Smith et al. (2008).
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Figure 4.1: B-spline bases of various orders. The bases are defined by the given knots
in conjunction with the Cox-de Boor equations (Equations 4.3 and 4.4). Knots (points of
discontinuity) are at the dotted lines and the edges. Note the k-multiplicity of knots at the
edges.

4.1 B-Splines

A B-spline is a piecewise polynomial function that is a generalization &z curve (Rogers
and Adams, 1989). When working in two dimensions, there is an independent variable and a
dependent variable. We refer to the independent dimensioraasl the dependent one asThe
spline is the weighted sum of a set of basis splines. These bases are a set of curves that are defined
by two factors: the desired ordérof the splines, and the vectarof points of discontinuity in
thet dimension, which are callekhots Each knot is a number ity and they are restricted so that
each successive knot is greater or equal than its predecessor. The B-spline is defined only within

the span of the knots:

T1§t§7'|7?|. (41)

A B-spline contains: bases, where:

n=|7 -k (4.2)
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Figure 4.2: Figures of B-splines of various orders and types. The main spline which fits
the observed points is a weighted sum of the basis splines, shown at the bottom of each
panel. Knots, or points of discontinuity, are represented by vertical dotted lines. The linear
and quadratic splines fit the points directly, while the smoothing spline uses the weights
from a lower-ordered spline.

The basis splines are formally defined by the Cox-de Boor regression formulas:

1 ifrn <t<mn
bi,l(t> - . y (43)
0 otherwise

Ti +k — t
B — +—bi+1,k—1(t)> (4-4)
Titk—1 — T Ti+k — Ti4+1
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whereb; ;, is theith basis of ordek. Figure 4.1 illustrates basis splines for orders one through
four, while Figure 4.2 shows B-splines of orders two and three which have been calculated to fit
observed points.

Several important properties emerge from these equations:

e Each basis has a degreefof- 1. Thus a second-order basis consists of line segments, a
third-order basis consists of quadratic segments, etc. Because the B-spline is a weighted

sum of these bases, each segment of the spline inherits this property.

e A B-spline is continuous down to thé — 2)th derivative. Thus they appear to be a “natural”

interpolation that is pleasing to the eye (Rogers and Adams, 1989).

e Each basis is only nonzero within the spankot 1 knots. This means that changing the

weight of any one basis will alter the B-spline only in a limited area.
e The bases will sum to one at any given point.

e When the first knots do not coincide, points near the beginning of the spline’s range are
dependent on fewer bases than those in the middle. The same holds true at the end of the
spline. Further, in such a case the spline must be zero at the ends, since all of the bases will
have a value of zero there. These problems can be rectified by chosing knots kmthat

them coincide at both ends &f This is calledk-multiplicity, and is shown in Figure 4.1.

The interpolating B-spline is formally defined as:

s(t) = 3 Cibi(®). (4.5)

The weightsC; are known as control points. Since each basis is well defined over its length,
solving for the control points is a simple matter of solving linear equations. If thene poets to

interpolate, each consisting of a péif, z;), we obtain:
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bir(t) -+ bngr(th) 4 T
: ' Sl=1 . (4.6)
bl,k: (tn) bn,k’(tn) Cn T
or, more compactly:
bC = 7. (4.7)

However, we must make sure that every basis overlaps in time with at least one observation, or the
matrix will be rank-deficient and the equations unsolvable. With fewer thamints, the problem

is underconstrained and cannot be solved as stated. In such a case, the order of the spline or the
number of knots must be reduced. With more thgwints, the problem is overconstrained and can

only be solved in a least-squares sense. This is easy to do with standard linear algebra techniques,

where we determiné’ by:

b"bC = b’z (4.8)

Here,b” is the transpose df.

4.2 Applying B-splines to Expression Data

When working with gene-expression time-series data, the independent varialime, and
the single dependent variahbtaés expression. Obviously, the choice of knots will have a large effect
on the interpolating B-spline calculated. Previous work (Bar-Joseph et al., 2003) has assumed
uniform knots, and then fit the splines directly using Equation 4.7 or 4.8. However this can often
lead to unsolvable equations when the data is too sparse, or to splines that oscillate too much
while trying to fit the observed points exactly. We propose two methods in order to rectify these
problems. First, we use the observed times themselves as the knots. Second, we use the control
points from a lower order spline, which smooths out the function.

Consider the case in which there are observations at six, twelve, 24, and 48 hours. When there

are five or more knots spread uniformly over this 48 hour range, a second-order basis spline will
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have a span of 24 hours or less. It is very likely that one of the last bases will fall into the gap
between the final two observations, making the mairrank-deficient. Our solution is to use the
observed times themselves as the knots, withultiplicity at the ends (as explained above). This
provides three notable advantages. First, it avoids the problem of rank-deficient matrices detailed
above. Second, it means that the splines will be more concentrated in precisely those areas that
the researchers who gathered the data chose to make their observations. Third, it means that the
second-order linear spline reduces to simple linear interpolation between the observations. This is
not only intuitive, but it makes more direct the comparison of our methods to this basic form of
interpolation.

However, it is not possible to use precisely these knots when using a B-spline of third-order
or greater, and still maintaih-multiplicity. Every time the order increases by one, the number
of duplicate knots at the ends must increase by two. Howewveginnot increase, because it is
bounded by the number of observations seen. Thus by Equation 4.tyasases by onér| may
only increase by one as well, and not two. Thus, one of the unique knots must be eliminated.

We address this issue by resampling the knots so that they have roughly the same distribution.
This can be seen in Figure 4.2, between the linear and quadratic splines. The number of knots has
been reduced by one for the quadratic spline. Formally, the new knot v&ctelates to the old

oneT as:

7 =15+ = D5 — 1) (4.9)
wherej is the coordinate intg’ that corresponds toin 7*. 5 can be calculated fromby the

following relation:

k if i < k*
j= 17—k +1 it i > 7=kt (4.10)

|7 —2k+1

m(Z — k’*) + k otherwise
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Figure 4.3: Comparison of an observation to an interpolated treatment. The observation
is compared to all times in all treatments, to identify the time and treatment nearest to it.
In this figure, the best answer is highlighted.

wherek* is the order of the new spline ards the order of the old one. Note that the coordinate
J will often not be an integer. In such a case, Equation 4.9 will linearly interpolate betweal
7,41 to find 7*. For example, ifj is 3.5, 7;* will be halfway betweerns; andr;.

Another problem with B-splines is that they have a tendency to overfit curves in data-impovershed
conditions. Such reconstructions can show large oscillations in an attempt to exactly intercept
every observed data point. This can be especially problematic with microarray data, which are
already inherently noisy. In order to rectify these problems, we solve for the control points of a
low-order spline, and then use those for a higher-order one. This is similar to techniques illustrated
in Rogers and Adams (1989). Such a spline will tend to fall within the convex hull created by the
lower-order spline. We refer to such splinessasoothingsplines, and refer to B-splines solved
with conventional methods asterceptingsplines. A smoothing spline is shown in the third panel
of Figure 4.2. Note that the bases are identical to those in the quadratic panel, although the control

points are those from the linear one.



48

4.3 Experiments

We wish to know which interpolation method (including simple linear interpolation) is the
best to use to reconstruct missing gene-expression data. We do this by performing a leave-one-
out experiment in which we classify each observation in our data set in turn, using the remaining
observations as set against which to compare it.

The data we use in our experiment comes from tbhes Etoxicology database (Hayes et al.,
2005), and can be downloaded fraratp: //edge . oncology.wisc.edu/. Our data set consists
of 216 unique observations of microarray data, each of which represents the expression values for
1600 different genes. Each of these expression values is calculated by taking the average expression
level from four treated animals, divided by the average level measured in four control animals.
The data are then converted to a logarithmic scale, so that an expressiorcofresponds to the
average basal level observed in the control animals.

Each observation is associated witlrgatmentand atime. The treatment refers to the chem-
ical to which the animals were exposed and its dosage. The time indicates the number of hours
elapsed since exposure occurred. Times range frtwours up tdd6 hours. The data used in our
computational experiments spandifferent treatments, and for each treatment there are observa-
tions taken from at least three different time points. We can assume that for all treatments there
exists an additional implicit observation at time zero. This is the time at which the treatment was
applied, so all expression values are assumed to be at base level.

For each trial in our classification experiment, we refer to the left-out data point asi¢ng
and the data being interpolated and searched for a match dstgase The task we consider
is to identify the treatment and time in the database that provide the best match to the query. This
is illustrated in Figure 4.3. Not only do we exclude the query observation from the database, but
we also exclude all observations of the same time and treatment. This forces the program to use
interpolation to find the correct answer; it must reconstruct pseudo-observations in order to find
a match with the right time and treatment. We use every observation in turn as the query, except

those whose time is the last one of their respective treatments. This is because our techniques



49

50% PPy X e Ul
Correct  _ _ ____
40% |- Treatment
e— ==
— — e e — T Correct &
g 30% Ats24hrs — T T
3
é() 20% Correct &
At<12 hrs
10% - Significant [
vs. Linear

0%
5th 4!h 3rd ‘ 2nd ‘ 3rd 4th 5lh
Intercepting Linear Smoothing

Spline Order & Type

Figure 4.4: Treatment and alignment accuracies using different B-splines for interpola-
tion. All replicates of the observation tested are purged from the database before interpo-
lation. The top line shows treatment accuracy, in which the correct treatment is chosen.
The bottom lines show alignment accuracy, where the predicted time is within 24 and 12
hours respectively of the actual time. Highlighted points are significantly different from the
linear case (p < 0.05 via McNemar's x? test).

cannot extrapolate matching times and treatments from the database for these observations. (We
can interpolate matching times and treatments for the first observations of each treatment, because
of the implicit observation at time zero.)

We reconstruct the pseudo-observations hourly for every treatment in the database, using the
different methods of interpolation. We then classify the query. We wish to know how accurately we
are able to (i) identify the treatment from which each point was extracted, and (ii) align each query
point to its actual time in the time series for the treatment. We refer to the formezament
accuracyand the latter aalignment accuracy

We note that this task is only a surrogate for the actual task with which we are concerned—
classifying uncharacterized chemicals and aligning them with the most similar treatment in a
database. It is a useful surrogate, however, because it is a task in which we know the most similar
treatment and the correct alignment of the query to this treatment.

The method we use to measure distance between the query observation and the treatment

pseudo-observation being considered is a scale-independent Euclidean distance:
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Dsig(a,b) mm < Z — ublg ), (4.11)

geqG
in which e andb are two observations; is the set of genes (dimensions), anid a scalar chosen
by least-squares in order to minimize the distance. We use this algorithm in order to account for
the differential scaling some observations may have. It is not uncommon for all the readings in
one observation to be scaled up or down, due to technical limitations in the microarray process
(Barenco et al., 2006).

We consider seven different interpolation methods in all. We look at lménceptingand
smoothingsplines as explained in Section 4.2, with orders three, four, and five. The control points
for the smoothing splines are based on those for second-order interpolation. We also perform linear
(i.e. second-order) interpolation as a control. If there are too few observation times for a particular
order, we use the highest possible order. (For example, if there are two real observations and the
vitual zero-observation, we cannot interpolate with an order higher than three.)

The results of this experiment are shown in Figure 4.4. The top line shows treatment accuracy,
while the lower lines show alignment accuracy—where a case is considered “correct” if in addition
to the proper treatment, the predicted time is correct to within 24 or 12 hours respectively. We
test the significance of the differences in accuracy (from the linear interpolation control) using
McNemar's x? test. Highlighted points are those deemed significant, with 0.05. For all
three accuracy measures we see improvement when using smoothing splines, while intercepting
splines perform similarly or worse than the linear interpolation control. The fifth-order smoothing
spline has a significantly higher classification accuracy~ 0.025), and also appears to have
better alignment accuracy (= 0.132 for At < 24 andp ~ 0.180 for At < 12). By contrast
the more traditional intercepting spline is likely overfitting its interpolation to the limited number
of observed times. Although the fifth-order intercepting spline is not significantly different from
the linear one for classification accuragy£ 0.739) and alignment accuracy to within 24 hours
(p = 0.705), there is a noticeable hit in the stricter alignment accuracy (0.021). Thep-values

for the lower-ordered splines are qualitatively similar.
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4.4 Summary

In this chapter we have reviewed the B-spline, which we use to interpolate missing data in
order to reconstruct time series. We have also detailed certain techniques we use in order to adapt

the B-spline to gene-expression time-series data:

e We use knot vectors with-multiplicity in order to allow the B-spline to fit nonzero expres-

sion levels at its ends.

e We use the times of the observed points to define the knot vector. This keeps the linear
equations associated with the B-spline solvable, and concentrates the points of discontinuity

at the times the researchers thought interesting enough to measure.

¢ We developed a technique using smoothing splines in order to filter out noise from the sparse
data and the expression measurement process. A smoothing spline is a spline whose control
points are solved from a lower-order spline. We have detailed a method for resampling the

knots to allow this.

Our experiments show that these methods have predictive value. Our reconstructed time series
allow better classification and alignment of held-aside data than those obtained via linear interpo-

lation or other B-splines.
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Chapter 5

Alignment of Time Series Data

This chapter details novel methods to align two series in order to find correspondences of
maximal similarity. Parts of the material covered in this chapter were originally published in
Smith et al. (2008) and Smith et al. (2009).

5.1 Segment-Based Algorithms

Here we detail our two novel methods to align a pair of time series. As before, we refer to the

series ag' andd, refering to aqueryseries being aligned with @atabaseseries. However these

names are conventions only.

~
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\
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Figure 5.1: Segment-based time warping. The three segments each show correspon-
dences between limited sections of the time series. The relation between d and ¢ is
different in each segment.
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Like Correlation-Optimized Warping (COW), which we reviewed in Section 2.2.4, these align-
ment methods areegment-basechethods. Figure 5.1 shows an example of a warping path ob-
tained by such a method. The path consists.adfegments, where possible valuesiohave been
predefined. Likewise botly andd are partitioned inton sections, where théh sections corre-
spond to each other. (Due to shorting, one or both ends of one of the series may be excluded from
this partitioning.) We call the points of discontinuity within the alignment patbts

Segment-based methods take into account that the nature of the relationship between the two
series may vary as they progress. Each segment is independent of the others. Thus the relationship
between théth segments may be completely different from the relationship betweéi thé)th
segments. For example, it may be the case that the first part of the expression response occurs
more slowly in one treatment than in a similar treatment. Often, the final score of the alignment is
just the sum of the scores of each of the segments. (Sometimes there is an additional summand as

well, such as in our multisegment generative algorithm.)

5.1.1 Multisegment Generative Alignment

Our multisegment generativeethod is the first approach we developed to align and compare
a pair of time series. Each segment is scored based on how sitaitatd are within its span. We
use dynamic programming in conjunction with this model to find the best alignment path using
up to M segments. The warp found is composed of discrete segments, like the warp shown in
Figure 5.1.

We start by scoring a given alignment, in which we already know the locations of the segments
and knots. To determine the similarity between a query time sgraexd a particular database
seriesd, we can calculate how likely it is thatis a somewhat distorted exemplar of the same
process that resulted ih In particular, we can think of a generative process that ngenerate
similar expression profiles. We can then ask how probghbdeks under this generative process.

Given this generative process idea, we calculate the probability of a particular alignment of

gueryq given a database seriéas follows:
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m

P(q, s, ald) = Py (m) [ [ Pa(si)Palas) Pe(Gi\ds, 51, ), (5.1)

=1

wherem is the number of segments in the alignment, andndd, refer to the expression mea-
surements for théh query and database segments respectivglyepresents a probability distri-
bution over the number of segments in an alignment, up to some maximum ninbkeallowed
segmentsP; represents a probability distribution over possible stretching values for a pair of seg-
ments,P, represents a probability distribution over possible amplitude valuesParepresents a
probability distribution over expression observations in the query series, given the database series
and the stretching and amplitude parameters.

The valuess; anda; are called thestretchingcoefficient and themplitudecoefficient. They
can be calculated directly fromj andd;. Stretching refers to distortions in the rate of response.

The stretching coefficient is just the ratio between the lengths of the series segments:

| — 1

where|Z| is the number of elements if(making|Z| — 1 the difference in index between the last
and first elements). Amplitude refers to how much the expression values vary from the mean. Itis

defined as:

0= | (5.3)

whereqf is the series segmedqtthat has been resampled uniformly to have the same Iengih as
andd, () andg? () refer to expression values at specific times withiandg*.
For the experiments we report here, we use a uniform distributioR,foover all legal values

of m:
1 f1<m<M
Po(m) = I - (5.4)
0 otherwise

To represenf’;, we use a discretized version of the following distribution:

6% 7l0921
P(z) = X e 207, 5.5
(z) oo (5.5)
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We choose this distributional form because it is a variation of the log normal distribution that is
symmetric around one, such thafx) = P(!/,). Thus for example, stretching some expression
response by a factor of two is equiprobable to compressing it by a factor of two. This symmetry
property means that it does not matter which series we consider to be the query and which we
consider to be from the database. As we discuss below, our dynamic programming algorithm
only allows segments to begin and end at a limited number of points. Thus, our distribution is
actually discretized so that probability mass is allocated only to possible stretching values, and
then renormalized.

We use a similar distribution to represént the distribution of amplitude values, since we also
want to haveP(z) = P(1/,) symmetry with these values. Thus a twofold increase in an expression
response is treated as equiprobable to a twofold decrease.

To calculatePe(q§|cZ, si,a;), we transform our representation aﬁfusing the given stretching
and amplitude values, and then ask how probgbdgpears when we use this transformiederies
as a model. Let us first consider a simple case in which our time series have only one gene, and we
are mapping only one point from the query segmgmo the database segme?at Lett represent
a time coordinate in the segmefjt and letk! and k¢ represent théth knots with respect tq’
andd, respectively. (Thusi! represents the earliest time jrwithin segment, and likewise for
k¢ anch) Then we can map a time coordinate from segngémtto the corresponding coordinate
in d; as follows:

=k +(t— kD) x s (5.6)

where the stretching value is defined as above in Equation 5.2.

Our model for “generating” points in the query series from a point in the database series is a
Gaussian centered at the database pointplet 11, .. ) represent the probability density function
of this Gaussian, wherg is the mean and. is the standard deviation of the Gaussian. We can

then compute the probability of generating a query p@ift located at time as:

p(G(t); ai x dy(t'), 0.). (5.7)
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In other words, we center a Gaussian on the expression level at the mapped time coordinate in the
database series, and ask how probable the scaled expression value from the query looks at that time
coordinate.

To generalize this calculation to multiple observations in the query series, we make the simpli-

fying assumption that the observations are independent, and we have:

Pu(Gild;, si, ) o< [ [ p(@(t); i x di(t)), o) (5.8)

j=1
wheren; is the number of query observations in segment

Each of our observations represents measurements for hundreds of genes. We therefore gen-
eralize the description above by havip@r; u,o.) be a multidimensional Gaussian, with one
dimension for each gene measured. We treat the genes as independent of one another given the
time point. Thus the covariance matrix for this Gaussian is zero on all of the off-diagonal terms.

We assume that. represents variation in expression measurements that are due to technical
and biological variability. Thus, we estimate the standard deviation for each gene by considering
the variance in a sample that consists of all the replicated experiments in the database.

In addition to considering the likelihood of the query series under the assumption that it ex-
hibits a similar response to the given database series, we also consider its likelihood under a null
model. The notion of a null model here is one that generates alignments by randomly picking ob-
servations from the database to align with the query sequence. The rationale for using such a null
model is analogous to the use of a modelinofelatedsequences in the derivation of substitution
matrices for protein sequence alignment (Altschul, 1991; Durbin et al., 1998). In the case of pro-
tein sequence alignment, we want to know the relative likelihood of two cases: one case in which
the correspondence between the sequences is explained by their relatedness through evolution, and
the alternative in which the sequences are unrelated. In our task, we similarly want to compare the
probability of an alignment given a model of relatedness (described above), and an alternative that
asks how probable the query would look if we aligned it to an unrelated series.

The value of a null model for our application is that it enables alignments of differing lengths,

including shorted alignments, to be compared on an equal footing. Under our scoring function
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which incorporates the null model, segments have a positive score only if the database series in
that segment explains the corresponding segment from the query series better than the null model
does.

Let p(x; upp, o.) represent the probability density function of a multidimensional Gaussian
whose meanp is the average expression level of the observations in the database, and whose
standard deviation is. as before. We then estimate the probability ofdthesegment of the query

series under the null model as:
Paan(@) o< [ [ p(@(t)); pos, oc). (5.9)
j=1

Since our null model assumes that there is only a single segment with no amplitude change or

stretching, we can compute the probability of the entire query sgasdollows:

m ng

Pruan(q) o< HHP(CE(tj);MDB,Ue)- (5.10)

i=1 j=1
Putting together the terms above, we can score a given alignment based on the log of the

likelihood ratio of the query series under the “database series” model versus the query series under

the null model as:

score(q, d) = log P,,(m) + Zm: (log P,(s;) + log Pu(a;) + log Po(G|ds, s:, a;) — log Pnuu((ﬁ)>
- (5.11)

Up to now we have described this process in terms of using a database series to generate
the query series. However, we want our alignment method to be symmetric so that it does not
matter which series we consider to be the query and which we consider to be from the database.
Due to the last two terms, this will not necessarily be the case using the scoring function defined
above. Therefore, we modify the scoring function so that it also considers using the query series

to generate the database series:

. log P,,(m) + > <1og P,(s;) + log P,(a;) 4 log Pu(G|d:, s:, a;)
score(q, d) = =1 B B : (5.12)
—log Poun(Gi) +10g Pe(dil@i," fs;,' fa;) — log Pnull(di))
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HerePe(d]q:-,1 .:»' /a;) is calculated in an analogous manneﬂ(ﬁqﬂcﬁ-, si, a;) but the inverses of
s; anda; are used to generate observations in the database series.

Now that we have developed the scoring algorithm for a given alignment, we want to find the
best alignment possible between a pair of sefiesnd d with discrete observations. We do this
using dynamic programming. We start by defining the score for a single segment, which can be

—

defined by the paitg;, d;). The following is a single summand from Equation 5.12:

score(d, d) = log Py(s;) tlog P,(a;) + log Po(dild:, 51, a;) o (5.13)
+1og Po(dil G, /s, fay) — 108 Poun (@) — 10g Paun(ds)
The arguments to this scoring function are defined the same as above.

The core of the dynamic program involves filling in a three-dimensional mainxvhich each
elementy(i, z, y) represents the best score found witbegments that align the query subseries
from time0 to x with the database subseries from tih® y. The values: andy must be selected
from the given observations in the two series. The basic idea is that in order to detefmine)),
we look through ally(i — 1, a,b) wherea < z andb < y. We then add the score of the segment
from (a, b) to (z,y) to the valuey(i — 1, a, b), assigning the best such summta, x, y).

We definey(i, z, y) with the following recurrence relation:

’Y(Z,l’,y) = a<I£:l,abX<y +Score(a7x7b; y)
(i —1,a,b) + score(a,z,b,y) otherwise
(5.14)
where the base case is:
log P,,(1) + score(0,z,0,y) if = |7 —lory=|d —1
(1, 2,y) = . (5.15)

score(0,z,0,y) otherwise

Here,|7] and|d| are the lengths of the time series, and one less than one of these values is the last
time of the series. The first condition in each recurrence relation ensures that the distribution over
the number of segmenfy, is taken into account when we consider the last pair of segments in a

candidate alignment.
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Recall that we are interested in possibly shorting the alignment, thus finding a local alignment
rather than a global one. Allowed alignments are those that explain the entire extent of at least one
of the two given time series. In order to recover the optimal alignment, we use a traceback proce-
dure that involves scanning the element$ @hat represent alignments that include the entirety of
the query series, the entirety of the database series, or both, in a manner similar to our variation of
dynamic time warping (detailed in Section 2.2.3). We find the end point of the best alignment with

the following equation, and start the traceback from there:

bestscore = max (7(2’, a,|d] — 1), v(i,]q — 1, b)) (5.16)

i, a<|ql-1, b<|d|]—-1

Note that the algorithm as described here shorts only at the ends, and not at the beginnings of
the input time series. Although it is possible to double-short using the multisegment generative
algorithm, we have not done so for the experiments we report.

This dynamic program can be thought of as having three key “penalty terms” that determine
the relative scores of alignments. These penalty terms correspond to the probability distributions
that govern (i) the number of segments, (ii) the stretching values, and (iii) the amplitude values
used in an alignment.

Preferences for the number of segments to be used in alignments are expressed by providing a
distribution for P,,,. In our work to date, we have assumed a uniform distribution up to the allowed
number of segment pairs. It might be valuable to use a distribution that favors fewer segment
pairs, however. Preferences for stretching and amplitude values are controlled via the standard
deviationo parameter in the distributions over these values. For exampte, fas the amplitude
distribution is made smaller, a difference in amplitude between the series is penalized more in the
scoring scheme.

The method is more accurate than previous methods with respect to finding similar series and
aligning them, but it is computationally intensive. The time complexity of this algoritht(is),
wheren is the length of one of the time series. Calculating the score for a single segment has
a complexity ofO(n), and all possible segments must be calculated. Each one is defined by a
starting and ending location, in two dimensions. This give®(s') segments, and so the total

time complexity isO(n%). (We must also fill the matriX, whose size i9/ x n x n whereM is the
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Figure 5.2: Correlation-optimized warping vs. shorting correlation-optimized warping.
COW assumes a global alignment, and only searches for good knots with respect to

one series (cf). By contrast, SCOW can short, and searches for good knots with respect
to both series.

maximum number of segments. However by caching segment scores, ffilisndecoupled from
the segment score calculation. This makes the time compléXity + Mn?), butn® dominates
this calculation.) Each series-to-series comparison can take as much as several minutes, meaning

that comparing a single query against a whole library of series may take prohibitively long.

5.1.2 Shorting Correlation-Optimized Warping

SCOW, or shorting correlation-optimized warping, is another segment-based method that we
developed to align a pair of time series. It is a successor to the COW (correlation-optimized
warping) algorithm (Nielsen et al., 1998), on which it is based. The two algorithms are contrasted
in Figure 5.2. As explained in Section 2.2.4, COW has several limitations when working with

gene-expression data:

e COW cannot short—it forces a global alignment of the time series.
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Table 5.1: Pseudocode for SCOW. Knots are recalculated at least three times. The
Traceback function extracts the best knots found from the previous pass to use in the next
one.

-

procedure SCOWAlign(series d, series ¢, set of gemes G):

K7 «—evenly spaced integers from 0 to |{]
K4 «—evenly spaced integers from 0 to |cﬂ
calculate I'Y,T¢ using G

if (BestScore (I'Y) >BestScore(I'%)): a « ¢
else:d —d

K® «—Traceback (I'*)

repeat:
swap-dimension A&
calculate I'* using G
calculate BestScore(I'?)
K* «—Traceback (I'*)

until K9,K¢ converge

e COW only searches for knots with respect to one of the input series, making the assumption

that the knots are evenly distributed with respect to the other one.

e COW is apt to align segments which differ greatly in magnitude because it scores using the

Pearson cross correlation.

e Using the Pearson correlation also means that COW may sometimes return an undefined
value if the input series sections do not have a defined correlation (as when one or both

consist of all zeros).

SCOW overcomes these limitations by performing multiple searches for the best knots using a
different search procudure than COW, and by incorporating elements from the multisegment gen-
erative warping algorithm into its scoring function.

Figure 5.3 illustrates the steps taken by SCOW. It first performs two independent searches: one

searching for knots with respect gowhile assuming they are equally distributeddnand one
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Figure 5.3. Steps taken by SCOW. The first step is to search for the best knots with
respect to ¢'while holding them constant in d, and vice versa, using the best results found.
Then we alternate searching in g and in J(using the knot locations found in the last step
as the starting point) until convergence.

searching in/ while assuming they are equally distributed;inNote that the algorithm can easily

short in the dimension being searched, but not in the one being held constant. Any given set of
knots determines an alignment, which can be scored as discussed below. After these initial two
searches, the algorithm takes the best set of knots found overall, and begins to alternate searching
with respect to each time series. It uses the best knots from the last search as the knots for the
series currently being held constant.

For example, let us say that in the first two searches it found better knots when searching with
respect tal, as in the first panel of the figure. The next step would be to searghusing the knot
locations found in the last step to anchor the knot.itt can then search id, using the last step
to anchor them i’ again. This alternation continues until the search converges. Because last best
answer is necessarily part of each search, the set of knots found in each step must be at least as
good as those found in the last step. Thus, the search is guaranteed to converge. Pseudocode for
this algorithm is given in Table 5.1.

Whereas COW calculates elements of a single matyisCOW uses twoi?, which allows
knots to vary with respect g, andI'?, which allows them to vary with respect tb The matrix

I'* is of sizem + 1 x |d@|, wherem is the number of segments andepresents eitheror d. Each
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elementy®(k, ) represents the best path found usingegments up to timeof a. Both matrices

are initialized in the same way &sin COW, specified in Equation 2.9:

o 0 ifj=0
7(0,5) = o (5.17)
—oo otherwise
The remaining elements of the two matrices are calculated with the following two equations, which

are analogous to Equation 2.10:

Vi(k,i) = max [vq(k —1,7) +score(d(Ki_y, K}), a(j, z‘))] (5.18)
j€pred(z,

) = e [0 1,7) 4 seorefd(, gl KE 1, KD) (5.19)
JE€pred(z,

The matrixI'? is calculated only when one searches for knots with respegtatad holds them
constant with respect td, while I'? is only calculated during the opposite case. The vectors
K9 and K¢ represent the coordinates of the knots in each dimension. The predecessor function
pred(i, k) defines valid starting locations for a segment that endsndth respect to the dimension

that is allowed to vary:

1 1
pred(z', k‘) = max |1 — )\(Kk — Kk—l), XKk_l):| g eeey min |:’L — X(Kk — Kk—l); )\Kk_1> s (520)

where ) is the maximum slope allowed the aligning path in alignment space. This predecessor
function is analogous to the “slack factor” used by COW.
In order to find the best score for a given pass, SCOW searches the last row of the matrix

calculated for the maximum score, assuming the other dimension is not already shorted:

maxy*(m, j) if other dimension not shorted
bestscore(I'*) = / : (5.21)

v*(m,|d| —1) otherwise
This equation replaces Equation 2.13, which forces a global alignment. Importantly, Equation 5.21
prevents SCOW from shorting in both dimensions simultaneously. If the dimension not being

searched is already shorted, SCOW does not search the last rom 6f fimebetter scores. Such a
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case can be seen in the center panel of Figure 5.3. Becfaﬂsd!eady shorted, we do not want to
shortg as well. The path is restricted so that it must end at the top of the matrix, aligningall of
to a portion ofd.

The scoring algorithm we define for SCOW takes aspects from the multisegment generative
algorithm described in the previous section. In particular, the scoring function includes terms that
incur penalties for segments that involsetchingand significant differences iamplitude as
were defined above.

We define the score of an alignment segment to be:

7 - log?s;  log’a
score(q;, d;) = cor(q;, d;) — 08 5 198 i (5.22)

2 2
203 207

Hereg; andd; denote theth subseries of seriggandd’ respectivelys; is the amount of stretching

in the alignment of theéth segmentsg; is the amplitude difference, andr(a, b) is the Pearson

cross correlation. The valuasanda; are functions ofj; andcfi. Stretching refers to distortions

in the rate of response, and is just the ratio of the lengths of the two subseries. Amplitude is the
difference in how much the gene expressions vary from their means, calculated via a least squares
method. They are explicitly defined above in Equations 5.2 and 5.3. The terms contgining
anda; in Equation 5.22 are each just the logarithm of the probability distribution in Equation 5.5
(without the normalizing constants, which would have no effect on the calculation). The Pearson

cross correlation (Coolidge, 2006) is the well known formula:

cor(a@, b) = ZM (o —a)(b D) : (5.23)
V(S a0, — a)2) (S8 (b — 5)2)

We also alternately add and subtract a tiny valte values ing; andd;, so that correlation is

always defined and two subseries with constant values will have a correlation of one.

SCOW operates with a time complexity ©fimn?), wherei is the number of iterations per-
formed,m is the number of segments, ands the length of one of the interpolated series to be
aligned. Each segment score can be calculated(im) time. The number of predecessors for

any one element of one of the matrices is al$:). The size of a matrix i$)(mn). With i
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iterations, that gives the total 6f(imn?). Sincei andm are usually small numbers, this yields

much better performance than thén°) of the multisegment generative method. Further, many of

the calculations in successive passes of SCOW are the same, and may be cached. The speedup is
dramatic: what takes the multisegment generative method an hour to calculate takes SCOW only a

few seconds.

5.2 Experiments

We now wish to evaluate our two algorithms in order to asses their accuracy in aligning time
series, and their ability to identify the most similar database series to an “unknown” query series.

This section explains the methods we use in order to do this.

5.2.1 Data

As in Chapter 4, we use theD6E toxicology database (Hayes et al., 2005) to evaluate our
methods. This data set contains 216 unique observations of microarray data, each of which repre-
sents the expression values for 1600 different genes observed at éigigafter a givertreatment
has been applied. Each of these expression values is calculated by taking the average expression
level from four treated animals, divided by the average level measured in four control animals.
The data are then converted to a logarithmic scale, so that an expressiorcofresponds to the
average basal level observed in the control animals.

The treatment refers to the chemical to which the animals were exposed and its dosage. The
time indicates the number of hours elapsed since exposure occurred. Times in this data set range
from six hours up to 96 hours. The data used in our computational experiments span eleven differ-
ent treatments, and for each treatment there are observations taken from at least three different time
points. We can assume that for all treatments there exists an additional implicit observation at time
zero. This is the time at which the treatment was applied, so all expression values are assumed to

be at base level.
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Figure 5.4: Separation of data into query and database. Treatment B is chosen, and a
small number of observations are removed from it to form the query. The query can then
be aligned and scored with all the database treatments.

5.2.2 Experimental Methodology

We wish to know how accurately our methods (i) identify the series in the database that is most
similar to the query, and (ii) align each point from the query series to the appropriate point in the
found series. As in the experiments in the last chapter, we call the fareament accuracyand
the latteralignment accuracy

Note that the first task is not a classification problem, but a similarity search. We are not
looking for an exact match in the database, but a near match. In the real world, we will seldom
perform a similarity search on a treatment that is already well-characterized. The purpose behind
the similarity search is to help elucidate the properties of uncharacterized treatments. If we already
understand the properties of the treatment being queried, the similarity search will not tell us
anything new.

Ideally, we would test our algorithms on a data set in which each treatment has a well-defined
nearest treatment. For example, we could query Treatment Al, and hope that the algorithm passes

over Treatments B1, B2, C1, C2, etc., and returns Treatment A2. Unfortunately we do not have
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Figure 5.5: Adding distortion to a query. Here, the times for the first segment are dou-
bled, those of the second segment are halved, and subsequent times remain undistorted
(although they are translated in time to make room for the previous distortions).

such a data set. Instead we use timsGE data set, and perform some special operations on it to
make it a more useful surrogate.

We create our queries by separating them out from the database, as shown in Figure 5.4. Here,
a few observations have been removed from Treatment B to act as the query. We then perform our
similarity search, using all the treatments as the database. In addition to this, we sordettores
the query temporally, by stretching or contracting segments of the treatment. This is illustrated in
Figure 5.5. This creates a query that does not precisely match any treatment seen in the database,
but which still has a ground-truth “correct answer” we can use to assess accuracy.

More specifically, we build each query set of a given treatment by first selecting the number
of observations to be in it, then choosing which time points are represented, and finally picking an
observation for each of these time points. The query sizes are chosen from a uniform distribution
that ranges from one up to the number of observed times in the given treatment. The maximum
size of a query set in thed6E data is eight, although most consist of four or fewer observations.
The time points are chosen uniformly as are the observations for each chosen time. Thus for each
trial we have one query set, and eleven database sets formed from the remaining data. We perform
110 such trials: ten from each of our eleven treatments.

We then use smoothing splines (see Section 4.2) on each of these sets in order to reconstruct
complete times series. We sample the time series at every four hours, so that we have regularly

sampledpseudo-observatiorfer all of the treatments in the database, as well as for the query. We
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vary the order of the interpolating splines from two (linear) to five (quartic). In cases where the
set has fewer times than the warranted order of spline, we use the maximum order spline possible.
So if there are only three observations (including the virtual observation at time zero) and the trial
calls for a fourth-order or fifth-order spline, we use a third-order one instead.

We use three different distortions, in addition to the undistorted case. The first one doubles all
times in the first 48 hours (i.e., it stretches the first part of the series), and then halves all times
(plus an offset for the doubling) for the next 24 hours. The second distortion halves for the first 36
hours and then doubles for 60 hours. The third one triples for the first 60 hours and then thirds for
another 20. It should be noted that not all the treatment observations extend this long in time. The
short ones (e.g. those for which we only have measurements up to 24 or 48 hours) will thus not be
distorted as much as the long ones.

We can then test the various algorithms for treatment and alignment accuracy. We align the
guery in turn to each of the eleven database series, designating the series with the best score as the
closest series. We then calculate the percentage of queries assigned the closest series from the same
treatment. In addition, we record the average alignment error for each of the times for which there
is a real query observation (not a pseudo-observation). For example, if the real query observations
were taken at 24 hours, 36 hours, and 72 hours, and those three times were aligned respectively to
twelve hours, 30 hours, and 72 hours, the average alignment error would be six hours.

We graph the results of these studies in figures such as Figure 5.6. The top line for each algo-
rithm shows the treatment accuracy. The center line adds the criterion that in order to be a correct
answer, the average alignment error must be less than or equal to 24 hours. For the bottom line,
this is decreased to twelve hours. Points that are highlighted with squares are significantly different
from some other method (which is specified in the particular figure). To determine significance,
we use McNemar's? method, with gp < 0.05. We graph experiments in which we distort the
guery separately from those in which we do not.

One concern is that by adding distortion we could be changing the database treatment nearest
to a given treatment. For example, maybe we would distort40 of TCDD in exactly the right

way to make it look like 64'¢/,. To address this concern, we have performed similar distortion
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experiments in which we align a distorted query series only to the database series that was used to

generate it. The results of these experiment are qualitatively similar to the results reported here.

5.2.3 Comparison of Alignment Methods

We start by comparing several different alignment methods, estimating both treatment and
alignment accuracy. The results of these experiments are shown in Figure 5.6. We use the method-
ology explained in the last section.

We test the multisegment generative method, SCOW, as well as several control methods. We
test the multisegment method twice: first witlh being set to three, and then with it set to one.

For the three-segment generative method, we set the parameters of this method as follows. We
set the probability that the model has one, two, or three segmehtsesch, and) beyond that.

We estimates, (the deviation of the expression Gaussian) to be the standard deviation of the
known observations as described previously. We set botf{the stretching deviation) and,

(the amplitude deviation) to big# genes)~t. Thus the three main components of the model have
roughly equal influence. For the one-segment generative method, we set the parameters the same
except that the probability of there being one segment &1d0 beyond that. For SCOW, we set
botho, ando, to bel0, and use three segments.

In addition to the multisegment generative methods and SCOW, we also evaluate correlation-
optimized warping (reviewed in Section 2.2.4), dynamic time warping (Section 2.2.3), and linear
parametric warping (Section 2.2.2). For COW, we run the algorithm several times on each trial,
varying the slack value from one to five, and the number of segmenigrom one to ten. The
results reported here are for the best values returned.

The results of these experiments are illustrated in Figure 5.6. The top panel shows results
without added query distortion, while the bottom one shows them with the distortion. Recall that
the top line for each algorithm shows the treatment accuracy. The center line adds the criterion
that the average alignment error must be less than or equal to 24 hours, and the bottom line does
likewise but sets the threshold to 12 hours. Points that are highlighted with large squares are

significantly different than when we use the three-segment generative method, for the same order
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Figure 5.6: Treatment and alignment accuracies of various alignment methods. The
first panel represents accuracies when there is no temporal distortion, while the second
one shows them when distortion is added. The top lines represent treatment treatment
accuracy, while the bottom two lines add the criterion that the predicted times are within
24 and 12 hours respectively of the actual time, on average. Large highlights represent
cases in which there is a significant difference in accuracy from the corresponding three-
segment generative case (p < 0.05 with McNemar’s x? test), while the smaller highlights
show a significant difference from the SCOW results.
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of spline (according to McNemar’'g> method, with ap < 0.05.) Points highlighted with small
squares are likewise significant versus SCOW.

The class of multisegment algorithms exhibits superior treatment and alignment accuracies. Of
these, SCOW is the overall winner. It returns the best results, with high treatment and alignment
accuracies. COW and the three-segment generative method are next in terms of accuracy, followed
by the one-segment method. Dynamic time warping shows its strong bias toward warping as
little as possible, and so its alignment accuracies are nearly the same as its treatment accuracy in
the undistorted case. DTW also seems unable to accurately align distorted queries. Finally, the
parametric linear case has very low accuracies in all cases.

It should also be remembered that SCOW is much quicker than the three-segment generative
method, with its reduced time complexity. For each method, there are a total of 1760 different trials
(eleven treatments times ten trials each times four spline orders times four distortions). These 1760
trials require days of computational time using the three-segment generative method, while they
can be done in less than two hours using SCOW.

The one-segment model has accuracies almost as good as the three-segment one. This seems
paradoxical at first in the undistorted case, since a one-segment model should be sufficient to accu-
rately align all the times. We might expect to see some degradation when using the three-segment
model, as it is allowed much more freedom in where it places its segments. One explanation for
this result is that the spline interpolation does not create perfect reconstructions of the missing data,

and the more expressive three-segment model is better at compensating for this error.

5.2.4 Effects of Stretching and Amplitude Components

We conduct further experiments to evaluate the importance of the stretching and amplitude
components of our methods. First, we conduct an experiment in which we effectively remove
the amplitude component of our multisegment generative model by fixing the valyetafL.0
for all segments. With all of the probability mass on this single value,ldgé’,(a;) term in

Equation 5.11 becomes zero. In a separate experiment, wg seto, which makes all amplitude
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Figure 5.7: Treatment and alignment accuracies when we have removed components
of the multisegment generative model. The first method is the three-segment generative
model as before. The second disallows any amplitude changes at all, while the third al-
lows any amplitude coefficient with no penalty to the score. Likewise, the fourth disallows
stretching and the fifth allows any stretching without penalty. Highlights indicate a sig-
nificant difference from the unaltered three-segment model (p < 0.05 with McNemar's >

test).
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Figure 5.8: Treatment and alignment accuracies when we have removed components of
SCOW. The first method is SCOW as before. The third column shows SCOW without
an amplitude penalty, the fourth shows SCOW disallowing stretching, and the fifth shows
SCOW allowing any stretching without penalty. Disallowing amplitude changes like we
did for the multisegment generative model is not applicable to SCOW, because SCOW
uses correlation to compare segments. Highlights indicate a significant difference from
unaltered SCOW (p < 0.05 with McNematr's x? test).
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changes equally likely. Similarly, we perform experiments in which we fatd® 1.0 and set
os = 00. The results of these experiments are shown in Figure 5.7.

Totally disallowing either stretching or amplitude changes has an overall deleterious effect
on the accuracy of the alignments. However there seems to be little negative effect in allowing
stretching and amplitude changes but not penalizing for greater values. In fact, for the case in
which there is distortion in the time series, we see a small advantage in accuracy when there is no
stretching penalty. These results imply that the stretching and amplitude components of the model
are valuable, but that the accuracy of the alignments is relatively insensitive to the actual penalties
selected.

We also perform these experiments for SCOW, as shown in Figure 5.8. However in this case, it
does not make sense to do an experiment in which we,ftw 1.0, as we did before. SCOW relies
on correlation rather than the Guassian probabilities of the multisegment generative model. Fixing
o, would only affect the amplitude term in Equation 5.21, and not the correlation term. Forcing
o, to a single value would have the same effect as ignoring that term altogether, which we have
already done. We include the column in Figure 5.8 for symmetry with Figure 5.7.

For the SCOW experiments, ignoring the amplitude component of the method has barely any
effect at all on accuracies. It would seem that for this data set, differences in amplitude are not that
important to SCOW. By contrast, altering the stretching component has a large effect. Totally dis-
allowing it is deleterious, and is testament to the fact that warping is an important part of similarity
searches. Allowing any stretching without penalty has more subtle effects, but still seems to hurt

the accuracy of the method. This is especially evident under the strictest correctness criteria.

5.2.5 Effects of Query Size and Number of Segments

We next consider a set of experiments in which we assess the accuracy of computed alignments
as a function of both the amount of data in the query, and the number of segments that we allow the
alignment method. We are curious how the query size affects the alignment accuracy. We would
also like to know if alignment accuracy degrades as our methods are allowed to use more segments

than the optimal alignment would require.
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Figure 5.9: Multisegment generative method average alignment error of 1 #8/,TCDD
gueries by query size and number of segments. The lines in the left panels show different
numbers of segments used by the method, and highlights show cases where this has a
significant difference (p < 0.05 with a two-tailed Student’s ¢ test). The lines in the right
panels represent different query sizes, and highlighted lines show where increasing the
number of segments used makes a significant difference.
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Figure 5.10: SCOW average alignment error of 1 #&,, TCDD queries by query size and
number of segments. The lines in the left panels show different numbers of segments
used by the method, and highlights show cases where this has a significant difference
(p < 0.05 with a two-tailed Student’s ¢ test). The lines in the right panels represent different
guery sizes, and highlighted lines show where increasing the number of segments used

makes a significant difference.
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We start with the multisegment generative algorithm. We restrict our experiments to a single
treatment, that being 41 observationd ¢/, 2,3,7,8-tetrachlorodibenze-dioxin (TCDD) taken
at eight time points. However, other treatments yield qualitatively similar results. We run several
trials, each of which is given a predetermined number of segmentand query size:.. We
randomly pick out. observations from different times in the treatment to form each ggievye
use all the remaining observations in the treatment as the databasefsmmterpolate botly
andcfevery four hours using third-order smoothing B-splines (other orders yield similar results).
At last, we compute the best alignment using thesegment generative method. We do thig
times for each paitm,n), and then repeat the experiment under distorted conditions (as defined
in Section 5.2.3.) Note that the sarr® random queries are selected for any particular value of

We expect the alignment error to generally decrease as we increase the query size. We also
expect the one-segment method to perform slightly better when there is no distortion, and the three-
segment method to be preferable when there is. However this latter behavior could be confounded
for small query sizes, where the three-segment method may not have enough data to determine the
segment parameters.

The results of these experiments are shown in Figure 5.9. In the left panels we graph the query
size versus the average error, and each line represents a different vatue fdre highlighted
points are those in which the models performed significantly different than each ptke6.05
by a two-tailed Student's-test). In the right panels we graph the number of segments versus the
average error, and each line is for a different query siz&djacent points on the same line thus
represent the same query size, but a number of segments that is differenHuyhlighted line
segments thus show cases in which there is a significant difference betweersdtgment model
and the(m + 1)-segment model.

For queries of size two or less, the one-segment model performs slightly better. Its average
error is less than that of the three-segment model, by less than one hour. However as the query size
grows larger, the expected results become more apparent. When there is no distortion, the one-
segment model is adequate. When there is distortion, a multisegment model is clearly preferable.

Significantly, the accuracy of the multisegment method is quite robust when it is allowed to use



78

more segments than necessary. This is important, as in practice we will not generally know the
correct number of segments in order to find the best alignment of a query and its best matching
series in the database.

We then perform the same experiments for SCOW. The results are shown in Figure 5.10. Al-
though SCOW may align better for very small queries, for medium and large queries its average
alignment error is much greater than that for the multisegment generative method. Part of the
reason for this is likely because it is a heuristic method, and is not guaranteed to return the best
alignment between the two series. However, like the multisegment generative alignment method,

SCOW also seems to be robust when allowed more segments than it needs.

5.3 Summary

In this chapter we have detailed two novel segment-based methods that we use to align and

compare time series:

e Multisegment generativevhich performs a complete search to find the best alignment be-

tween two series, is based on a generative scoring function.

e SCOW which performs a heuristic search to find the best alignment, uses the Pearson cross

correlation as the key component of its scoring scheme.

We have also developed a technique which distorts queries in order to better estimate treatment
accuracy for similarity searches, in which there will not be an exact match to the query in the
database. We then performed several experiments to show the value of our methods. Both perform
well when compared against the previous state-of-the-art methods. However SCOW is much faster
than the multisegment generative method, and is more accurate in finding closer treatments in our
toxicogenomic data set.

It is significant that our methods align and find nearest treatments more accurately than dynamic
time warping, on which much previous work has been done (Keogh and Pazzani, 2000; Aach and
Church, 2001; Keogh, 2002). We believe there are two main reasons for this. First, unlike the

segment-based methods, the warping path returned by DTW can approximate any arbitrary path
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that monotonically increases in both dimensions from the origin to the end point. We believe that
this class of alignments is too expressive for our data set—due to its temporal sparsity—which can
result in poor alignments. Second, DTW makes an independence assumption about adjacent time
points that does not hold for our data. Observations at subsequent times are not independent of one
another, and the segment-based methods capture this dependency by scoring all the times within a
segment as a unit.

Finally, this work represents the first case in which segment-based methods have been used
for similarity queries on gene-expression time-series data. These methods yield good results, and
should be studied further.
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Chapter 6

Efficient Search for Multisegment Time Series Alignment

One of the main drawbacks of the multisegment generative algorithm is that it is slow. As
stated in Chapter 5, its time complexity(§n°) wheren is the length of one of the series. It takes
O(n) time to calculate the score of a single segment. The score of every possible segment must be
calculated, and there af¥(n*) of these.

For reasonable sized series £ 20) using modern computers, it can take on the order of ten
minutes to calculate a single alignment. When performing a similarity search, this alignment must
be done for every series in the database. The long time taken is not suitable for our goal of creating
an interactive, online tool. Obviously, one solution is massive parallelization. Each alignment is
independent of all the others, and so can be “farmed out” to a different processor. However this can
be become prohibitively expensive for large numbers of simultaneous queries to large databases.
Even with a very large number of processors to do each alignment separately, the amount of time
taken to answer a given query is still too long.

In this chapter we attack the problem from an algorithmic point of view, creating heuristics
that quickly return a near-optimal alignment. We find that we are able to return answers much
more quickly, with little or no loss in accuracy. Parts of the material covered in this chapter were

originally published in Smith and Craven (2008).

6.1 The Cone Filter Heuristic

The alignment methods we use work by filling in an alignment mdirixOne well studied

heuristic in similar time-series alignment problems is to restrict the cells of the matrix that are
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Figure 6.1: Restricting the search in alignment space by shape. Both the Sakoe-Chiba
Band and the Itakura Parallelogram are intended for aligning whole series to each other.
By contrast, our cone is designed for local alignments in which one series might be
shorted.
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Figure 6.2: Alignment space diagram of the cone filter heuristic for the multisegment gen-
erative method. Segments lying outside the cone are not considered during the search
for the best alignment path.

calculated. Several ways of doing this are illustrated in Figure 6.1. Each panel shows the alignment
space when warping one series against another, and the shaded elements indicate the area to which
the search is restricted. The so-calledkoe-Chiba Ban@Sakoe and Chiba, 1978) arighkura

Parallelogram(ltakura, 1975) are the most commonly used heuristics. The former restricts the
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search to a constant distance from the diagonal, while the latter allows progressively more warping
closer to the middle. However both of these methods implicitly assume that the alignment being
sought is a global one, in which there is no shorting of either input series. Here we consider an
approach that we developed, which confines the search to a cone starting at the origin and centered
on the diagonal. This is illustrated in the right panel of the figure. We refer to this astiedfilter
heuristig since it filters out any segments that do not lie within the cone’s area.

Formally, we define the cone used by the heuristic as a glopé. We modify Equation 5.14

so that the value of (i, x, y) is —oc if it falls outside of the cone:

)
—00 if§>cor%>c

VG zy) = max { 108Tm(D) (= 10,0)
a<z, b<y

ifr=|g—lory=|d—1 - (61)
+ score(a, x, b, y)

\ (i —1,a,b) + score(a,x,b,y) otherwise

Thus we do not consider any segment with one of its ends anchored outside the cone.

The primary effect of restricting the alignment to a cone is to reduce the number of segments
calculated by a constant factor, so we do not expect to see an improvement in its time complexity
of O(n®). Instead we expect to see a constant speedup proportional to the relative size of the cone
to the alignment matrix. For a square matrix (i.e. where both series are of the same length), the
relative size of the cone depends only on the slope of its bounding rays. With a slgpkistatio
is % We expect the execution time of the multisegment method with the cone filter heuristic to
take roughly this fraction of the exact calculation’s time.

We expect deviation from this value in two cases. First, nonsquare matrices will exhibit smaller
ratios, as the cone covers proportionately less of their areas. Second, our calculation assumes that
an alignment matrix can be split to an arbitrarily fine granularity. Because the matrix really consists
of discrete elements, the ratio of elements covered by a cone will be more than expected for small
matrices. For example, infax 5 matrix a cone with: = 2 will cover 13 cells, for a ratio of%
rather tharg.
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Figure 6.3: Relative speed of the cone filter heuristic, applied to the multisegment gen-
erative algorithm. Time is measured by the number of comparisons of a point in each
series.

6.1.1 Experiments

Here we evaluate restricting the search in alignment space to a cone, in order to assess (i)
its speedup relative to our original multisegment method, and (ii) its ability to find high-scoring
alignments and produce accurate time-series similarity searches.

First, we determine how much faster the cone filter heuristic makes our calculations. We mea-
sure time in terms gboint comparisonsor comparisons of a single time point in one series with a
single time point in another. This is a good surrogate for calculation time needed. The exact mul-
tisegment generative algorithm perfor@én) of these calculations for each of thén?) pairs of
segments compared, for a total@fr°). For comparison, dynamic time warping performg:?)
calculations, while SCOW perfornt3(n?).

Figure 6.3 graphs the number of point comparisons done by the exact multisegment generative
method versus the fraction done by the cone filter heuristic. Although we obtain good speedup, it
is by no more than a constant factor. When the series are of roughly equal length, the time taken
is in good agreement with our earlier calculated valué-ef We predicted earlier that nonsquare

matrices, which have less area covered by the cones, would run faster. These account for the dips
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Figure 6.4: Comparison of the cone filter heuristic scores to the scores of the exact mul-
tisegment generative method. The left panel compares the cone heuristic scores to the
scores of 1000 randomly sampled multisegment alignments. The right panel compares
the heuristic scores to the scores on the terminal edges of the alignment matrix of the ex-
act multisegment calculation. These are the best alignments found for each legal shorting
of the alignment.

visible in the figure. Additionally as predicted, smaller matrices tend to have larger values on this
graph, because of the way cones divide the cells discretely.

Next, we want to make sure that our heuristic is returning reasonable alignments. It is possible
that the alignments it is returning are no better than random, and we want to rule that out. We
assess the alignments found for each query using the cone filter heuristic by comparing their scores
against those of several other alignments.

In the left panel of Figure 6.4, we compare each query score using the heuristic against the
scores of 1000 random, legal alignments of the same query. We graph the percentage of heuristic-
based scores that are better or equal to the percentage of random-based ones, for the same values
of ¢ as before. For example, when= 2, 70% of the cone-based scores are better or equal to at

least roughly 80% of the random-based ones. If the cone-based scores were drawn randomly in
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Figure 6.5: Treatment and alignment accuracies for the cone filter heuristic method with
varying values of the slope parameter. Also shown for reference are the accuracy values
for the exact multisegment method. Highlighted points are significantly different (p < 0.05)
from the exact method by McNemar's x? test.

the same way as the random-based scores, we would expect the curve to roughly coincide with
the graphed diagonal (as does the curvesfer 1.1). In such a case the area under the curve will

be approximately 0.5. On the other hand, if we were to use the exact multisegment method, the
area under the curve would be 1.0, since the exact method returns the highest-scoring alignment
possible. In this case 100% of exact method scores are better than 100% of random-based scores
of the same query. The scores found by our cone filter heuristic result in curves intermediate to
these two extremes.

The right panel repeats this experiment, but comparing the heuristic-derived scores with a
different non-random set of other scores. Here we compare each query score using the scores
in the terminal edges of the alignment matrix for the exact multisegment calculation. These scores
include the best one for each possible legal shorting of the alignment. The results are similar to
those of the previous test. With= 1.1, the alignment found will likely not be better than picking
one of the edge alignments. However with larger cores (2), there is a good chance that the

heuristic will lead to an alignment that scores well.
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Figure 6.6: Alignment space diagram of the hybrid DTW filter heuristic for the multiseg-
ment generative method. We first find an alignment path using our hybrid DTW method,
and then we restrict the multisegment search to within a spread s of this path. Here s is
two.

Finally we perform the query similarity search/alignment task as in Chapter 5, except using
the cone filter heuristic with the multisegment method. For simplicity, we restrict our attention
to using only third order (i.e. quadratic) smoothing splines to interpolate. (We choose third order
splines because they performed well in the experiments reviewed in Chapter 5.) The results are
shown in Figure 6.5. Except for the most narrow cones consideredi(1), there is not a loss in
accuracy due to finding suboptimal alignments. There may be some benefit to accuracy in using a
moderate cone, with = 2 or ¢ = 3. If S0, this is because such cones preclude the multisegment
method from using extreme alignments, such as mapping the beginning of one series to the end of

the other or using too great a slope in alignment space.

6.2 The Hybrid Dynamic Time Warping Filter Heuristic

Now we consider an alternative method for speeding up our multisegment alignment method.

Here we restrict the seach space by doing a first pass with a method similar to dynamic time
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warping, and then considering only multisegment alignments that are close to the found DTW path
in alignment space. This method is illustrated in Figure 6.6. This ieybeid DTW filter heuristic

We refer to the first pass method lagorid DTW because it combines the dynamic program-
ming of dynamic time warping with a scoring function similar to that used in our multisegment

algorithm. The scoring function we use for it is:

1
D(qxa dy) = D?E(qﬂm ady) + D?E(&Qm; dy) - D?E(Qm NDB,y) - D?E(NDB,M dy) (6-2)

where Dy, is the Euclidean distance is a value chosen by least squares to minimize the first
two terms, and:pg .. is the average value in the database for timeUnlike classic DTW, any
elementy(z, y) can either add to or subtract from the final score. In DTW, the final score is a sum
(a normalized sum in our implementation), so it has a strong bias to reduce the number of elements
on its alignment path. Our hybrid DTW is able to avoid this bias, making it more likely to choose
a path that deviates from the diagonal in alignment space.

Given the alignment path returned by the hybrid DTW calculation, the second step of our
approach restricts the search space of the exact multisegment calculation. We dedpredhe
to be the maximum distance from the hybrid DTW path that we will search. As with the cone filter

heuristic, we create the hybrid DTW filter heuristic by modifying Equation 5.14;

)
—00 if |x —ap| > sor |y —yu| > s

’Y(Zax)y) = Inax IOng(’L) +’y(7’ - ].,Cl,b)
a<z, b<y

ifr=|7—lory=|d—1 . (6.3
+ score(a, x, b, )

\ ~v(i —1,a,b) + score(a,x,b,y) otherwise

for all points(xy,y,) in the hybrid DTW path. Thus we only consider segments that both begin
and end withins of the hybrid DTW path.

Like classic DTW, the time complexity of hybrid DTW 3(n?), wheren is the length of one
of the series being aligned (assuming they have similar lengths). The maximum length of the path

it returns is2n. This gives us a maximum bound on the number of segments calculated for the
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Figure 6.7: Relative speed of the hybrid DTW filter heuristic, applied to the multisegment
generative algorithm. Again, time is measured by the number of comparisons of a point
in each series.

multisegment method of:

2n

S - 1)(2s5+1) = %((271)2 — (2n))(25 + 1), (6.4)

wheres is the spread. We multiply this value by th¥n) time required to calculate the score of a

segment, and obtain a total time complexityfn?s) for the hybrid DTW filter heuristic.

6.2.1 Experiments

As with the cone filter heuristic, we assess the hybrid DTW filter heuristic by considering (i)
its speedup relative to the original multisegment method, and (ii) the quality of the alignments it
finds. We evaluate these criteria witlhanging from zero up to four (which corresponds to a range
from zero to sixteen hours in our time series).

Speedup is shown in Figure 6.7, which is again measured in terms of point comparisons. With
s = 0 or s = 1 we obtain speedups of an order of magnitude. We again see the dips corresponding
to nonsquare matrices. The best speedups occur for the largest matrix sizes. In contrast to the
cone filter heuristic, the ratio of comparisons done still appears to still be decreasing for the largest

values measured. This is what we would expect with a better time complexity.
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Figure 6.8: Comparison of the hybrid DTW filter heuristic scores to the scores of the exact
multisegment generative method. As before, the left panel compares the heuristic scores
to the scores of 1000 randomly sampled multisegment alignments, while the right panel
compares the heuristic scores to the best terminal-edge scores under the multisegment
generative method.

We look at the alignment scores, and as before we compare them to the scores of both random
alignments and terminal-edge alignments. The results of these score comparisons are shown in
Figure 6.8. The heuristic does well here, even whénzero. Most of the scores found using this
heuristic are better or equal than the edge and random scores for the same query.

Finally, Figure 6.9 shows the treatment and alignment accuracies for the exact multisegment
method and the method using the hybrid DTW filter heuristic. There is no significant difference in
accuracy when using the heuristic versus doing the exact multisegment calculation. For complete-
ness, the figure also shows the accuracies when using the hybrid DTW method by itself. Although
it is more robust to distortion than ordinary DTW and seems to align well, its accuracy (especially

treatment accuracy) is still significantly worse than that of the multisegment method. Note that
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Figure 6.9: Treatment and alignment accuracies for the hybrid DTW filter heuristic with
varying values of the spread parameter. Also shown for reference are the accuracy values
for the exact multisegment generative method and the hybrid DTW method on its own.

this method is not simply the hybrid DTW filter heuristic with= 0, which returns a segment-
based alignment. The alignment that the hybrid DTW method returns is more like that returned by
traditional DTW (i.e. the jagged alignment path in Figure 6.6).

Taken together, these results imply that the hybrid DTW'’s alignment paths are a good approx-
imation to those found by the multisegment method. Using spread values of zero or one with the
filter heuristic has the potential to speed up the calculation greatly while not significantly harming

the accuracy provided.

6.3 The Alternating Search (SCOW) Heuristic

Finally, we consider changing the search heuristic so that we search for knots (segment end-
points) with respect to each dimension in alternation, rather than searching for them all at once.
This is the same heuristic that SCOW uses, as was detailed in Section 5.1.2. However, here we use
the scoring function of the multisegment generative method. This allows us to evaluate the effec-

tiveness of the search heuristic itself. The search heuristic is defined formally in Equations 5.17
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through 5.21, but thecore function we use here is as defined in Equation 5.13 rather than Equa-
tion 5.22.

To review, we start by doing two searches. In one, we search for the highest scoring segments
whose knots are evenly distributed with respecf'tbut free to vary with respect té. For the
other search, we switch the series in which the knots can vary. We take the search that results
in the highest scoring segments, and use that to begin the alternating search. In each step, we
swap which dimension has constant knots and which can vary. We use the best knots found by
the previous step as the locations of the knots in the constant dimensions. We keep alternating this
way until the search converges. The alignment path so found is not guaranteed to be the same one
as in the exact algorithm, but is expected to be near-optimal.

Recall that each iteration must score at least as well as the previous one, and that we only
consider knots from a limited number of locations. Because of this, the algorithm is guaranteed
to converge. However, as with SCOW, the algorithm forces us to use the maximum number of
segments. This is in contrast to the exact multisegment generative method (including under the
previous heuristics in this chapter), which can return a smaller number of segments if doing so
scores better.

Like SCOW, the time complexity of this heuristic 8(imn?®). Again, i is the number of
iterations performedy is the number of segments, ands the length of one of the interpolated
series to be aligned. Each segment calculation can be calculathintime. The number of
predecessors for any one element of one of the matrices iHlsp The size of a matrix is
O(mn). With 7 iterations, that gives the total ¢#(imn®). However,; andm are usually small
numbers, and so the complexity is dominatec:byBased on the speedup of SCOW, we expect the

alternating search heuristic to execute much more quickly than the exact multisegment calculation.

6.3.1 Experiments

We perform the same tests as with the other two heuristics to assess the speedup and alignment

guality when using the alternating search heuristic.
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Figure 6.10: Relative speed of the alternating search heuristic, applied to the multiseg-
ment generative algorithm. As before, time is measured by the number of comparisons
of a point in each series. The cached calculation stores the score of each individual
segment, so that we do not have to recalculate it in successive iterations.

We start by showing the speedup in Figure 6.10. The dashed line shows the speedup using the
algorithm as we have explained it. The solid line beneath it uses caching to reduce the calculations
necessary. Searches often recalculate the scores of segments that have already been seen in pre-
vious iterations. By storing these values, we can reduce the time taken by the algorithm. In fact,
it is possible for the uncached version to require more calculations than the exact multisegment
generative method, as we rescore the same segments during successive iterations of the algorithm.
However, this usually only happens for very small matrix sizes. For some larger ones, we obtain
a speedup of more than 30 times. Based on this figure, we conclude that the alternating search
heuristic is indeed able to speed up the calculation greatly.

Next we look at the alignment scores found, comparing them to our random alignment scores
and terminal-edge scores. These results are shown in Figure 6.11. This heuristic does extremely
well here, with the areas under the curves approaching 1.0. The hybrid DTW heuristic performs
similarly when the spreaslis large enough, but in these cases its speed is not nearly as fast as that

of the alternating search heuristic.
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Figure 6.11: Comparison of the alternating search heuristic scores to the scores of
the exact multisegment generative method. Again, the left panel compares the heuris-
tic scores to the scores of 1000 randomly sampled multisegment alignments, while the
right panel compares the heuristic scores to the best terminal-edge scores under the
multisegment generative method.

Finally we look at the classification and alignment accuracies in Figure 6.12. Here there is no

significant difference between using the alternating search heuristic, and not. The spredlest

for the accuracy differences shown in the figure.il7.

We conclude that the alternating search heuristic is an excellent one to use. It cuts the search

time drastically, while barely affecting the quality of the alignments found.

6.4 Summary

In this chapter we have looked at three heuristics for speeding up the multisegment generative

method:

e Thecone filter heuristicwhich restricts the alignment space searched to a cone around the

diagonal.
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Figure 6.12: Treatment and alignment accuracies for the alternating search heuristic
method with varying values of the spread parameter.

e Thehybrid DTW filter heuristicwhich restricts the alignment space to an area around the

warping path found by an algorithm similar to dynamic time warping.

e Thealternating search heuristjavhich uses SCOW'’s technique of searching for knot values

in only one dimension at a time.

We have performed experiments to assess how well these methods cut the time needed to align
series, and their impact on the quality of the alignments found. The cone filter heuristic shows
promise to improve the accuracy of the calculated alignments, since it prevents radical alignments
that should not be allowed. However, it does not speed up the alignment process by more than a
constant amount. By contrast the hybrid DTW filter and alternating search heuristics both cut the
time complexity of the search fro(n°) to O(n?) without seriously affecting the accuracy of
the alignments found. The alternating search heuristic performs particularly well, speeding up the
search by over 30 times.

Finally, these experiments give us additional insight into the success of the SCOW algorithm.
Using the alternating search heuristic makes the multisegment generative method much more effi-
cient, but it does not significantly affect its accuracy. We conclude that SCOW'’s higher accuracy

is a result of its scoring function, not the search method it uses.
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Chapter 7

Computing Clustered Alignments of Time Series Data

Previous approaches to aligning gene-expression time series have assumed that all genes should
be aligned in lockstep with one another. In other words, these methods assume that the transfor-
mation that specifies how one series relates to another is the same for all genes. In this chapter, we
present a novel approach that finds clusters of genes such that the genes within a cluster share a
common alignment, but each cluster is aligned independently of the others. Our method is similar
to k-means clustering (Duda et al., 2000) in that it alternates between assigning genes to clusters
and recomputing the alignment for each cluster using the genes assigned to it. Much of the material
covered in this chapter was originally published in Smith et al. (2009).

We start by describing the method, and then detail experiments that demonstrate its utility.

7.1 Clustered Alignments

Figure 7.1 illustrates the motivation for identifying clusters when aligning gene-expression
time-series data. Both Treatment B and Treatment C are suitable matches for the query. However,
in Treatment B all the genes are aligned to the query’s genes in the same way, and in Treatment C
they are not. Aligning all the genes together is the usual approach when aligning gene-expression
series (Aach and Church, 2001; Bar-Joseph et al., 2003; Criel and Tsiporkova, 2006). This is be-
cause warping genes individually is highly prone to error (Bar-Joseph et al., 2003), as observations
are sparse data and reconstructions are imperfect. However because there are many dependencies
among the genes, many of them will often respond in concert. Thus, by assuming that all genes

must be aligned in lockstep, we can average out alignment error that occurs in individual genes.
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Figure 7.1: Toy gene-expression similarity problem. Both Treatments B and C are similar
to the query. However in Treatment B, all the genes are warped as a unit. In Treatment C,
there are two “clusters” of genes. The first and third genes are aligned together as one

cluster, and the second gene forms the other.

However, we know that subsets of genes often exhibit different responses in two related time
series. For example, as the dose of 2,3,7,8-tetrachlorodiljgdimxin is increased, some genes
show more exaggerated responses whereas others do not. This is the kind of situation illustrated
by Treatment C in Figure 7.1. Here, the first and third genes can be warped together to match the
guery, but the second gene should be aligned separately.

The clustering algorithm we have developed represents a middle-ground approach to this align-
ment problem. We do not want to align every gene separately, because that would introduce large
error into the alignments found. Nor do we want to assume that we should align all genes together,
because this simplification can cause us to miss important distinctions between genes. Rather, our
goal is to find sets of genes that would have very similar alignments if they were aligned inde-
pendently, without error. We can then warp the genes in one of these “clusters” as a unit, while

allowing the genes in different clusters to be warped independently.
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Table 7.1: Pseudocode for our clustered alignment algorithm.

-

procedure Clusterdlignments(series d, series ¢, # clusters k):

centroid[l] < null alignment
forall (genes g):
possible|g] «—ScoreGene ({,d, g,Align (T, d,{g}))
best|g] —ScoreGene (,d, g, centroid[1])
for (i — 2 to k):
worst «— argming(best[gl — possible[g])
centroid[i]| —Align(q,d, {worst})
forall (genes g): best]g] — max(best[g],ScoreGene (. d, g, centroid[i]))
repeat:

forall (centroids c): set[c] « ()
forall (genes g):
s « argmax,(ScoreGene (7,d, g, c))
set[s] « set[s]Ug

forall (centroids c): ¢ «—Align(d,q,set|c])
until sets converge

The algorithm we have devised is a variant of traditidaaieans clustering (Duda et al., 2000).
In k-means, each cluster is represented by a centroid and the clustering process involves iteratively
refining the locations of these centroids. For example, if we were clustering poilRts, ieach
centroid would be represented by a poinRit. In our clustered alignment method, each “centroid”
is represented by a separate alignment. In our algorithm, as in stakdagens, the number of
clusters is determined by a parametethat is provided as an input. We then alternate between
assigning genes to clusters based on how each cluster is aligned, and recalculating the alignment
of a cluster, until the process converges.

Note that in contrast to previous methods which have focused on identifying clusters of genes

that have similar expression profiles, our algorithm is focused on identifying clusters in which
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the genes have similar warpings. The genes within one of our clusters may have very different
expression profiles.

Table 7.1 shows the pseudocode for our alignment clustering method. It takes as input two
series (fandcj) and the number of clustets It relies on the subroutinesl z gn, which returns the
best alignment between two series based on a given set of genes;arutrene, which returns
the score of two series when aligned using a given alignment and a specified gene. We use SCOW
(described in Section 5.1.2) to perform these functions, using@a@41ign function for4lign
while using Equation 5.21 fofcoreGene. However, we could substitute any other alignment
algorithm for this purpose.

The first step in the method is to assign the initial alignment centroids. We use a greedy method,
similar to that used by Ernst et al. (2005) to select a representative set of gene alignments as the
centroids. The first centroid is taken to be the null alignment, which represents no warping. For
each gene we record a best possible score (when the alignment is based solely on that gene), and
the best score seen so far for that gene using one of the current centroids. Each additional centroid
is initialized by finding the gene with the largest difference between its best score so far and its
possible high score. The new centroid is the alignment calculated using this selected gene alone.
After each new centroid is determined, the best scores for all the genes are modified to take the
new centroid into account. We proceed until/attentroids are defined.

Next we perform the assignment step and the update step in turn until convergence. For the
assignment step, we score every gene with every cluster’s centroid and assign the gene to the cluster
with the highest score. For the update step, we set each centroid to the alignment calculated by
aIigningJandJusing just the set of genes assigned to the cluster.

We continue iterating the assignment and update steps until the cluster assignments do not
change. Because SCOW performs a heuristic search, however, it is possible that the process will
not converge. In practice, this is seldom a problem. We can simply stop iterating after a large
number of iterations, or when infinite loop conditions are detected by retaining a short history of
cluster assignments. Alternatively, we can guarantee convergence by using an alignment algorithm

that is exact.
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Figure 7.2: Shorted and double-shorted alignments in warp space. In a shorted align-
ment, the ends of the two series are not aligned. In a double-shorted alignment, both the
beginnings and ends are not aligned.

7.2 Double-Shorted Alignments

In addition to the BGE data set we have previously used, we also test our clustering algorithm
on a gene knockout experiment. A gene knockout experiment is one in which one or more genes
are disabled in an experimental population, but not a control population. The knockout experiment
we consider involves the deactivation of the Mop3 circadian gene in mice. Circadian genes regulate
behaviors such as the sleep-wake cycle, and usually have a period of 24 hours. In this experiment,
the mice are observed over the course of a day, in order to assess which genes show different
expressions when the Mop3 gene is knocked out.

In this knockout experiment, the important differences in the time series do not originate from
a particular time at which a treatment has been applied. This contrasts with our toxicology data set,
in which there is a well-defined “time zero.” Therefore, we cannot assume that the starting time
points of the two series should be aligned, and thus we want to allow double-shorted alignments.

Figure 7.2 illustrates the crucial difference between the shorted alignments we have considered
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in previous chapters, and a double-shorted alignment. In a double-shorted alignment, neither the
beginning nor the end of the series can be assumed to be aligned.

There are two problems with using a double-shorted aligning method in this domain that we
wish to avoid. These are illustrated in Figure 7.3. First, since the control has a high chance of
being cyclic, it can happen that there are two correct, distinct warping paths available. The paths in
the figure are in fact continuous, which can be seen by phase-shifting the control series back seven
spaces. We want an alignment method that recognizes that these two paths are really different parts
of the same path, and is not forced to choose one or the other.

The second possible pitfall is that the alignment method might choose a very short path during
which the two series are coincidentally very similar, and so overestimate the similarity of the two
series. This is shown in the right panel of Figure 7.3, in which the series are very different except
at the beginning of the knockout series and end of the control series. Even when the total similarity
score is not an issue (as when comparing only two treatments), this can cause the aligner to miss a
longer, imperfect path that might show the true relationship between the series.

We address these problems via a two-step solution. First, we concatenate the control series
with itself to create a new 48 hour control series. The control animals have functioning circadian
cycles, and so gene expression levels are likely to follow a 24 hour cycle. Thus we concatenate
a single day to estimate two day’s worth of data. Then, we allow the alignment found to short
with respect to the control series, but not with respect to the knockout series. Thus every time in
the knockout series will be aligned to some time in the control series, though the converse is not
necessarily true. This approach is illustrated in Figure 7.4. Of course, it would be preferable to
directly observe two days worth of data from the control group rather than artificially concatenating
it. However because of the cost of each separate observation, we currently do not have such data.

We modify SCOW to disallow shorting in the knockout series as follows. We setoe the
control series, andto be the knockout series. First, we replace Equation 5.17 with the following

two equations:
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Figure 7.3: Possible pitfalls of double-shorting with the Mop3 gene knockout experiment.
In the left panel, two distinct paths align the series well. If the control series is cyclic, the
two paths will be continuous with each other, and should chosen together. In the right
panel, the two series have very little in common. However, a double-shorted alignment
can overestimate their similarity if it compares only a very short region of the two.
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Figure 7.4. Double-shorted segment-based alignment. We solve the short alignment
problem by concatening the control series with itself to double its length, and allowing the
resultant control series to short but not the knockout series.
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v4(0,5) = 0, (7.1)

, 0 ifj=0
740, j) = : (7.2)

—0o0 otherwise

This allows the best path ¢ to start from any point/(0, ), but restricts the best path Itf to

start aty4(0, 0). Henced can be shorted at the beginning but gpand the zero times of the two
series need not correspond. The dynamic program continues as previously defined, fidimd

'Y using Equations 5.18 and 5.19, respectively. At the end of each iteration, the equation used to

find the best alignment path varies, depending on if we are calculBtiog'?:

bestscore(I'!) = max~y%(m, j), (7.3)
J

bestscore(I'?) = v4(m, |q] — 1). (7.4)

As before, this ensures that the best path fouridfioan end at any pointé(m, 5) (recall thatm is
the number of segments), but the best pafffimust end at the final element,(m, |g]—1). Using

this modified version of SCOW, we can obtain an alignment like the one pictured in Figure 7.4.

7.3 Experiments

We are interested in testing the ability of our clustered alignment algorithm to identify sets
of genes that should share a common alignment. We first conduct an experiment designed to
determine if our clustered alignment method is able to find more accurate alignments when there
are sets of genes that have different, known “correct” alignments.

This experiment is largely similar to those detailed in previous sections, and we usedire E
toxicology data set. We pick out a small number of random observations from the same treatment

on which to perform each trial, using the remaining treatments and observations as the database.
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Figure 7.5: Treatment and alignment accuracies, varying by the number of clusters when
using SCOW. In the final case (1600) we warp every gene separately. Highlighted points
are significantly different from the unclustered case, (p < 0.05 using McNemar'’s 2 test).

We interpolate this test set and each treatment within remaining within the database using third-
order smoothing splines, reconstructing the query seresd eleven different database seres

We then aligng against eachl, and classifyg' to be the same as the series with which it has the
highest scoring alignment.

The difference from previous experiments is that we simultaneously apply five different tem-
poral distortions to every query: each one is applieti;tof the genes. We then run our clustered
alignment method, in conjunction with SCOW, on the data, allowing the number of clusters
to range from one (i.e. unclustered, ordinary SCOW) to ten. We also run the experiment with
k = 1600, which warps every gene separately.

The results for queries containing three or more observations are shown in Figure 7.5. These
results show the value of the clustered alignment approach with this data set. The accuracy of the
alignments increases asncreases, untik = 4. After this point, there is a slight degradation in
accuracy. For all values dftested, however, the treatment and the 24-hour alignment accuracies
are greater with the clustered alignment method than with ordinary SCOW. (The exception is when

k = 1600, which performs significantly worse.)
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With queries containing fewer than three observations, the clustered alignment method actually
results in somewhat less accurate alignments than the non-clustered method (i.e. ordinary SCOW).
These results can be explained by a bias-variance tradeoff (Geman et al., 1992). The sparsity,
noise, and variation of the data mean that it is difficult to compute accurate single-gene alignments.
Aggregating genes into clusters has a regularization effect as this alignment error is averaged out
(Bar-Joseph et al., 2003). The more genes there are in a cluster, the greater the regularization
effect. Thus we want to find the ideal tradeoff between the high-bias approach of few clusters (or
one cluster, in the limit), and the high-variance approach of many clusters. The variance component
of the error is more significant in the case when the queries are short. We can conclude, however,
that the clustered alignment approach demonstrates good predictive value for moderately sized
gueries and a range of valuestof

In our second experiment, we are interested in identifying sets of genes that are distorted in
similar ways in a knockout experiment focusing on circadian rhythms. Mop3 is a transcription
factor in hepatocytes (Bunger et al., 2000, 2005) that is a positive regulator of circadian rhythm
and activates the transcription of genes such as Perl and Tim. There are two sets of mice in this
experiment. The control group has a functional Mop3 gene, whereas the knockout group does not.
This is a time-course study based Bhwhich stands foZeitgeiber time—the number of hours
after exposure to light begins. Before ZtO the mice are kept in darkness for a period. At ZtO the
lights turn on, and at Zt12 they turn off again. At intervals of four hours from Zt0 to Zt20, three
mice from each group are sacrificed, and microarrays are derived from pooled RNA samples from
the livers of each set of mice. In all, 27,962 genes are measured. We interpolate the series with
B-splines so that we can sample measurements every two hours. We use SCOW to align the time
series, modified as described to perform double shorting. We concatenate the control group series
with itself, and then allow the alignment to short at both ends with respect to that series but not at
all with respect to the knockout series.

Figure 7.6 shows alignments for several genes in each cluster, as determined by our clustered
alignment algorithm. Here we set the number of clustets 5. Each panel represents one of the

clusters, and within each we show the three genes with the highest relative scores for that cluster.
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Figure 7.6: Alignment clusters found by our method for the Mop3-knockout circadian
data. Each panel shows the top three genes for a different cluster. The white alignment
paths represent the consensus alignment for all the genes, while the solid paths represent

the cluster-specific alignments. (Figure continues on next page.)
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The white alignment path in each plot represents the consensus alignment, when all genes are
warped as a unit. The solid alignment path represents the cluster’s individual alignment.

The clustered alignment allows us to uncover sets of genes that are disrupted in a similar man-
ner by the knockout, even when their expression profiles are quite different. It is clear that the
clustered alignments align the series better than the consensus alignment. Peaks and valleys in the
expression data line up well for the solid cluster alignment paths, whereas they often do not for
the white consensus ones. For example, the genes in the Cluster 5 have undergone a large phase
shift. The consensus path often aligns segments with quite different expression profiles, whereas
the cluster path shifts the starting point by 12 hours and achieves good agreement. In the Cluster 4
the genes appear to be acting more quickly in the knockout mice, while the consensus alignment
would indicate they are acting more slowly. It should also be noted that often the genes within a
cluster have very different expression profiles. Consider Cluster 4, in which the profiles for the
three genes are all quite different, but the mapping between control and knockout is similar. This
effect illustrates the advantage of clustering alignments in contrast to clustering the expression

profiles directly.

7.4 Summary

In this chapter we have introduced a method for performing clustered alignments. This method
represents a middle ground between aligning all genes together (which is an oversimplifying as-
sumption), and aligning them all separately (which is prone to error). We use a technique similar
to k-means clustering in order to partition genes ihtistinct groups based on alignment. Previ-
ous methods (Aach and Church, 2001; Bar-Joseph et al., 2003; Criel and Tsiporkova, 2006) have
focused on clustering by expression profile, but have not clustered based on alignment between
two different treatments or conditions.

We have also shown a method to perform double-shorting with respect to a cyclic gene knock-
out experiment. Simply shorting both ends can create very small alignment paths that can overes-

timate the similarity between very different series. Our method addresses this issue by doubling
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the series most likely to be periodic, and then allowing the alignment to short on both ends only
with respect to this series.

We have also performed experiments that show the utility of our clustered alignment method.
We have shown that when different groups of genes are aligned differently, our method matches
and aligns queries more accurately than either warping all genes separately or warping them all
together. In addition, we have applied our clustered alignment method to time series from a circa-
dian knockout experiment, and have shown that our clustered alignments result in more accurate

alignments for several genes.



109

Chapter 8

Conclusions

We conclude by summarizing our contributions, and discussing some possible areas of future

work.

8.1 Summary of Contributions

There are several contributions this dissertation has made to the state of the art in alignment
of gene-expression time-series data. We have shown that our techniques improve both alignment
and similarity searches when using such data. This helps toward our high-level goals of creating
an online tool for comparing time series, and elucidating the effects of particular treatments on the

expression levels of individual genes.

e Smoothing splinePrevious methods, which have used B-splines to reconstruct unosbserved
data (Bar-Joseph et al., 2003; Luan and Li, 2004), fit high-order splines in such a way that
they may vary radically in order to exactly intercept every observed data point. We have
relaxed this assumption by using the coefficients (control points) from lower-order splines.
This creates splines that tends to stay within the convex hull of the observed points, and
are much more resistant to outlying data points. These properties are important, given that
gene-expression time-series data is temporally sparse, and subject to both technical noise
and biological variability. Our experiments in Chapter 4 showed that reconstructing series
with smoothing splines results in higher alignment and treatment accuracy than when using

traditional intercepting splines.
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e Observation points as spline knot$he same studies that have used splines have also as-
sumed that the knots, or points of discontinuity, of the splines should be evenly distributed
in time. This can result in unsolvable linear equations if the observed points are too far
away from each other. Our solution is to use the observed times themselves as the knots.
This guarantees that the equations can be solved, and focuses discontinuity in the interpo-
lating splines on precisely the times that the biologists who gathered the data thought were

interesting enough to measure.

e Application of segment-based alignment methods to gene-expressioPdataiusly, segment-
based alignment methods were confined to the domain of chromatography. They are espe-
cially well suited to gene-expression time-series data for two reasons. First, distortions of ad-
jacent times are not assumed to be independent of each other, so long as they are in the same
segment. Second, the segment-based nature of the alignment path restricts the alignment,
keeping it from being overfit to sparse data, while allowing more flexibility than parametric

alignment approaches.

e Shorting: We have devised warping methods that can short an alignment, leaving the end of
one series or the other unaligned. Shorting is a special case of local alignment, and is impor-
tant in domains in which the ends of the time series should not necessarily be aligned. Our
experiments in Chapter 5 showed that alignment methods that can short have an advantage

over those that cannot.

e Double-shorting:We have developed an algorithm to allow double-shorting which entails
leaving the beginning of one of the series unaligned, and the end of one of the series un-
aligned. This is important in domains wherein we cannot be sure that the first points of the

time series are aligned.

e Multisegment generative alignmenithis alignment method is based on a generative scoring
function. It uses dynamic programming to execute a complete search of possible segments,

returning the highest-scoring contiguous set. The method has higher treatment and alignment
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accuracies than previous methods (e.g. dynamic time warping, parametric time warping)
when performing similarity searches on the&e toxicology data. However it is slow, with

a time complexity ofD(n°) wheren is the length of one of the time series.

Shorting correlation-optimized warpin@COW is another segment-based alignment method
that we developed to counter the shortcomings of COW, a previous alignment algorithm.
SCOW'’s scoring function is based on the Pearson cross correlation. SCOW does not per-
form a complete search, but uses a heuristic wherein it alternates searching for segment
boundaries with respect to one series at a time. Its time complexi®yiian®), wherei is

the number of one-dimensional iterations domeis the number of segments, ands the

length of the time series. Its accuracy is slightly higher than the multisegment generative

method, with respect to similarity searches on tiesE data.

Experimental methodology for evaluating alignment methdUs:resample the time series

so that both query and database series observations are regularly spaced. We also developed a
technique to better estimate the treatment accuracy of a similarity search algorithm. Because
in practice there will not be an exact match to the query within the database, we apply
temporal distortions to the query series so that it does not precisely match a series in the

database.

Heuristics for the multisegment generative methBdcause of its slow running time, we de-

vised several heuristics to speed up the calculations in the multisegment generative method.
The cone filter heuristiavorks by restricting the search space to a cone around the diago-
nal. It speeds up the algorithm by a constant amount, and in some cases helps accuracy by
disallowing radical alignments. ThHe/brid DTW filter heuristigperforms a first pass with a
method similar to DTW, and then restricts the multisegment alignment to points close to the
path so found. It speeds the methodt(:?®). Thealternating search heuristiexhibits the

best speedup and the least effect on accuracy. It works by using the SCOW search technique

to find segments, and like SCOW works@{imn?) time.
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e Clustered alignmentsWe have developed a method, basedkemeans clustering, to si-
multaneously align and cluster genes. Our clusters are based on alignments between two
treatments or conditions, rather than being based directly on the expression levels of the
genes as in numerous previous studies (Chudova et al., 2003; Ernst et al., 2005; Gaffney
and Smyth, 2005). This can be more useful in elucidating the genes’ dependencies on one
another, because closely related genes required by similar processes may have very different
expression profiles. We also showed that alignments using this method can be more accurate

when the genes vary between treatments in different ways.

8.2 Future Directions and Unsolved Problems

There are several outstanding problems that we believe should be addressed in future research.

e Automatic determination of the number of clusteWith our current clustered alignment
method, the user must determine the number of clugtarpriori. This will be problematic
if the user has no prior idea of how many clusters to expect. Background knowledge might
begin to play a role in this, as more of the gene dependency networks in model organisms
are mapped out. Alternatively, we could use model selection strategies such as leave-one-out

with cross validation to estimate whiashould be.

e Automatic determination of spline ordekikewise, the order of the B-splines used for re-
construction is a parameter set by the user. It would be preferable to have a way to determine
this automatically. As with the number of clusters, a leave-one-out method might be useful
for determining spline order. Such a method might also incorporate domain knowledge for
reconstruction, as do Nachman et al. (2004), Farina et al. (2008), and Chechik and Koller
(2009).

e Mixture model for clusteringOur clustering method uses hard clustering, in which every
gene has membership in one and only one cluster. It might be beneficial to use soft clustering,
in which every gene is a member of multiple clusters with different probabilities. However,

our initial attempts to do this were not successful. The algorithm tended to give most genes
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an equal chance of belonging to all clusters. In the analogous problem of clustering points in
R™ using EM (Dempster et al., 1977), this often happens when the sizes of clusters (i.e. the
deviations from the clusters’ centers) are not allowed to vary. If we were to develop an
analog of deviation with respect to our alignment clusters, this might help the quality of our

alignments.

Further development of double-shortingle took advantage of idiosyncracies in the Mop3
knockout problem when we implemented double-shorting. With the gene in one treatment
being cyclic, we only need to short with respect to that treatment. However, without a cyclic
gene, we would need to allow shorting in both dimensions. Itis unclear that our methodology
would find a good alignment path in such a case. The risk is that double-shorting would allow
very short alignment paths, and the shorter the path, the more likely the series are to be alike
there by coincidence. It might help to bias the search toward longer alignment paths, or to

find a well-aligned “seed” point in alignment space from which to search in both directions.

Explanation of differences between SCOW and multisegment generative mefhuwd=-
periments show that SCOW'’s treatment and alignment accuracies are higher than those of
the multisegment generative method when choosing among several treatments, but that the
multisegment generative’s alignment accuracy can be higher when we align without having
to pick a treatment. Explaining this dichotomy could give us a better idea of when to use

which method.

Alignments in which expression is a function of spatke: have restricted ourselves to cases

in which the expression of each gene is a function of only time. However, in some cases,
it might be a function of space as well (e.g. in a two-dimensional cell culture in which
a treatment is applied to a single point and allowed to spread). Extending our warping
algorithms to align in both time and space could help compare experiment results in these

domains.
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8.3 Final Words

In this dissertation, we have explored the alignment of gene-expression time series using a
variety of methods, including two of our own creation: SCOW and the multisegment generative

method. We have helped to answer several related questions, including:

e How should we reconstruct temporally-sparse gene-expression time-seriesStatai?hing

B-splines provide an accurate method for interpolation.

e Should genes be aligned globally, or should methods that allow non-global alignments
(e.g. shorted alignments) be preferreddignment methods that short have a natural ad-

vantage over those that do not.

e Should genes all be aligned separately, as a unit, or in independent clugtkgsithg them
in clusters allows different genes to have different alignments, while still averaging out the

alignment error that results from temporal sparsity.

e What is an appropriate space of alignments to consider to achieve accurate alignments of
sparse gene-expression time serieA?segment-based alignment is expressive enough to
represent most distortions seen, while not being too expressive for temporally sparse gene-

expression data.

It is our hope that these findings which we have presented will help others answer future ques-

tions in the alignment and similarity of gene-expression time-series data.
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APPENDIX
Implementation Notes

Algorithms were implemented in Java, with supplementary code in Python. Code can be down-
loaded fromhttp://www.biostat.wisc.edu/ aasmith/catcode.
This dissertation was written usingJiX, on Linux-based computers. Figures were designed

with Inkscape.



