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Virtualization 

Random number generators and reset vulnerabilities 

Cloud computing and co-residency
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VM	Use	Cases

• Development	and	testing	(especially	when	we	
need	different	OSs)	

• Server	consolidation	

• Run	multiple	servers	on	same	hardware:	web	
server,	file	server,	email	servers,	…	

• Cloud	computing:	Infrastructure-as-a-Service	

• Sandboxing	/	containment



Security	Model

Hardware

Hypervisor

OS1	
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DriversDrivers

Type-1	Virtualization	
(VMware	Workstation,	
Virtual	Box)

• What's	the	desired	security	model?	

• Isolation	between	OS1/OS2	(and	
processes)	

• No	access	to	file	system,	memory	
pages	

• No	"escape"	from	process/OS	to	
hypervisor	

• What	can	go	wrong?



Isolation	Problems

Hardware
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Type-1	Virtualization	
(VMware	Workstation,	
Virtual	Box)

• Information	leakage	

• side-channel	attacks	using	shared	
resources	(instruction/memory	
caches)	

• Degradation	of	service	

• Violate	performance	isolation,	
OS1	degrades	OS2	to	get	more	
CPU	time	or	network	bandwidth	

• Other	problems?



Virtual	Machine	Management

• Snapshots	
– Volume	snapshot	/	checkpoint		

• persistent	storage	of	VM	
• must	boot	from	storage	when	resuming	snapshot	

– Full	snapshot	
• persistent	storage	and	ephemeral	storage	(memory,	
register	states,	caches,	etc.)	

• start/resume	in	between	(essentially)	arbitrary	instructions	

• VM	image	is	a	file	that	stores	a	snapshot



Uses for Secure Random 
Numbers

Cryptography
• Keys 
• Nonces, initial values (IVs), salts 

System Security
• TCP Initial Sequence Numbers 

(ISNs) 
• ASLR 
• Stack Canaries



Where can we get secure 
random numbers?

Every OS provides a high-quality RNG 

OSX/Linux: 
cat /dev/urandom



Operating System Random Number 
Generators

Random Numbers 
Statistically Uniform 

Hard to predict

RNGSystem Events
Keyboard Clicks 

Mouse Movements 
Hard Disk Event 
Network Packets 
Other Interrupts



Random NumbersRNGSystem Events

Linux RNG

Input 
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Cryptographic hash

Linux /dev/(u)random:



Random NumbersRNGSystem Events

RNG Failures

RNG Failures
Predictable Output 
Repeated Output 
Outputs from a small range (not-statistically uniform) 

Broken Windows RNG: [DGP 2007] 
Broken Linux RNG: [GPR 2008], [LRSV 2012], [DPRVW 2013], [EZJSR 2014] 
Factorable RSA Keys: [HDWH 2012] 
Taiwan National IDs: [BCCHLS 2013]



Virtual Machine Snapshots

Snapshot

Resumption

disk



Security Problems with  
VM Resets

VM Reset Vulnerabilities [Ristenpart, Yilek 2010] Use key

Use key
Snapshot

App  
starts

Read  
/dev/urandom

Initialization

Derives key

Firefox and Apache reused random values for TLS
Attacker can read previous TLS sessions, recover private 

keys from Apache



Linux RNG after VM Reset 

Experiment:
• Boot VM in Xen or VMware 
• Capture snapshot 
• Resume from snapshot, read from /dev/urandom

Read RNG

Snapshot

disk Read RNG

Repeat: 8 distinct snapshots 
20 resumptions/snapshot

Not-So-Random Numbers in Virtualized Linux  
[Everspaugh, et al, 2014] 



/dev/urandom outputs  
after resumption

21B8BEE4 
9D27FB83 
6CD124A6 
E8734F71 
111D337C 
1E6DD331 
8CC97112 
2A2FA7DB 
DBBF058C 
26C334E7 
F17D2D20 
CC10232E 
...

Reset 1

21B8BEE4 
9D27FB83 
6CD124A6 
E8734F71 
111D337C 
1E6DD331 
8CC97112 
2A2FA7DB 
DBBF058C 
26C334E7 
F17D2D20 
CC10232E 
...

Reset 2

21B8BEE4 
9D27FB83 
6CD124A6 
E8734F71 
111D337C 
1E6DD331 
8CC97112 
2A2FA7DB 
DBBF058C 
26C334E7 
45C78AE0 
E678DBB2 
...

Reset 3

Linux RNG is not reset secure:  
7/8 snapshots produce mostly identical outputs



Reset insecurity and 
applications

Generate RSA key on resumption:    
 openssl genrsa 

30 snapshots; 2 resets/snapshot   (ASLR Off) 
• 27 trials produced identical private keys 
• 3 trials produced unique private keys



Why does this happen?

Input 
Pool

Random 
Pool

URandom 
Pool

Interrupt  
Pool

/dev/random

/dev/urandom

Linux /dev/(u)random

interrupts

disk events

if (entropy estimate >= 64)

if (entropy estimate >= 192)

if (count > 64 or 
elapsed time > 1s )

Buffering and thresholds prevent new inputs 
from impacting outputs



What about other platforms?

Microsoft Windows 7

FreeBSD
/dev/random produces identical output stream
Up to 100 seconds after resumption

Produces repeated outputs indefinitely
rand_s (stdlib)
CryptGenRandom (Win32)
RngCryptoServices (.NET)





Cloud	providers

Cloud	computing

Popular	customers

Who	can	be	a	customer?
We	call	these	"public	clouds"



Cloud	Services

VMs	
Infrastructure-as-
a-service

Storage	

Web	Cache/TLS	
Termination	



A	simplified	model	of	public	cloud	computing

Owned/operated		
by	cloud	provider

User	A

User	B

virtual	machines	(VMs)

virtual	machines	(VMs)

Users	run	Virtual	Machines	(VMs)	on	cloud	provider’s	infrastructure

Virtual		
Machine	
Manager

Virtual	Machine	Manager	(VMM)	
manages	physical		server	resources	for	VMs

To	the	VM	should	look	like	dedicated	server

Multitenancy	(users	share	physical	resources)



Trust	models	in	public	cloud	computing

User	B

Users	must	trust	third-party	provider	to

User	A

not	spy	on	running	VMs		/	data

secure	infrastructure	from	external	attackers

secure	infrastructure	from	internal	attackers



A	new	threat	model:

User	A

Bad	guy

Attacker	identifies	one	or	more	victims	VMs	in	cloud

2)	Launch	attacks	using	physical	proximity

1)	Achieve	advantageous	placement	via	launching	of	VM	instances

Exploit	VMM	vulnerability Side-channel	attackDoS



Checking	for	co-residence

Anatomy	of	attack

check	that	VM	is	on	same	server	as	target
-	network-based	co-residence	checks
-	efficacy	confirmed	by	covert	channels

Placement	
vulnerability:	
attackers	can	
knowingly		
achieve		
co-residence		
with	targetAchieving	co-residence

brute	forcing	placement
instance	flooding	after	target	launches

Location-based	attacks
side-channels,	DoS,	escape-from-VM



Cross-VM	side	channels	using	CPU	cache	contention

Attacker	VM

Victim	VM

Main		
memory

CPU	data	cache

1)	Read	in	a	large	array	(fill	CPU	cache	with	attacker	data)

2)	Busy	loop	(allow	victim	to	run)

3)	Measure	time	to	read	large	array		(the	load	measurement)



Cache-based	cross-VM	load	measurement	on	EC2

Repeated	HTTP	get	requests

Performs	cache	load	measurements

Running	Apache	server

3	pairs	of	instances,	2	pairs	co-resident	and	1	not	
100	cache	load	measurements	during	HTTP	gets	(1024	byte	page)	and	with	no	HTTP	gets

[Hey,	You,	Get	Off	of	my	Cloud,	2009,	Ristenpart,	et	al.]



recap
Virtualization types, containment problems 

Linux RNG and reset vulnerabilities 

Cloud computing 
/ Placement vulnerabilities 
/ Co-residency detection via side-channels 
/ Co-location strategies


