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ABSTRACT

Much of on-chipstorageis devotedto transient,often short-lived,
data. Despitethis, virtually all on-chip array structuresuse six-
transistor(6T) staticRAM cellsthatstoredataindefinitely In this
paperwe proposethe useof quasi-statidour-transiston4T) RAM

cells. Quasi-staticAT cells provide both enegy and areasavings.
Thesecellshave no connectiorto Vdd thusinherentlyprovide de-
cay functionality: valuesarerefresheduponaccessut dischage
over time without use. This makes4T cells uniquely well-suited
for predictive structureslike branchpredictorsand BTBs where
dataintegrity is notessentialWe usequantitatve evaluationgboth
circuit-level andcycle-level) to explorethedesignspaceandquan-
tify the opportunities.Overall, 4T basedbranchpredictorsoffers
12-33% areasavings and 60-80% leakagesasings with minimal
performanceémpact. More broadly this paperpresentsa different
view of how to supporttransientdatain powver-avareprocessors.
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1. INTRODUCTION

As fabricationprocesse$fiave worked to maintainclock speeds
while scalingsupplyvoltage thresholdvoltagesarebeinglowered
to the point whereleakageenegy hasbecomean importantand
growing fraction of total enegy dissipationin high-performance
CMOSCPUs. If it is not addressethroughfabricationor circuit-
level changes someforecastspredict as much as a five-fold in-
creasein leakageenepgy per technologygeneration1]. At such
rates,leakageenegy would balloonto 50% or more of total chip
enepy in justafew generations.

Becauséargeon-chipstoragestructuresontainsomary transis-
tors, andbecausery transistorstoringa chage leaks,mostwork
in the architecturecommunityon controlling leakageenegy has
focusedon “turning off” portionsof the on-chip arraysthat ap-
pearnotto bein use.Currenton-chiparraysusesix-transisto(6T)
SRAM cellsbecausé¢hey arefastandbecausé¢hey aretruly static:
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achagestoredin a6T cell will bemaintainedaslong asthatcell is
connectedo the drainandsourcevoltages(Vyqy andVss). Powell
et al. [7] proposeda circuit techniquecalledgated-V 4, which dis-
ablesaregion of thecacheby disconnectingt from V4. Kaxiraset
al. [6] andZhouet al. [12] describearchitecturapoliciesto guide
gated-Vy4: individual cachelines which have not beenusedfor a
long time shouldbe shutoff becauséhey tendto containdatathat
is notlikely to beusedagainbeforereplacementThesetechniques
usecountergo gaugehow longlineshave beenidle. Counterbased
techniquesare effective, but they have dowvnsidesaswell. First,
they have hardware overhead albeitlessthan5%. Second their
benefitsaaremainly limited to leakagesneny.

This papertakesa differentapproach Ratherthandevising new
algorithmsfor identifying groupsof transistorgo turn off, we pro-
posethe useof a differentmemorycell: the four-transistor (4T)
quasi-statidRAM cell. 4T cells areaboutasfastas6T cells, but
they do not storechage indefinitely Ratherthe chage gradually
leaksaway ataratethatis afunctionof thecell's specificdesignas
well asthe currentoperatingtemperatureThis capsthe amountof
leakageenegy thatanunusedcell candissipate The areabenefits
of 4T cellsstemfrom thefactthatpowver andgroundlinesneednot
stripevertically dovn thearray

4T cells are especiallyapplicableto on-chip structureswhose
datais both transientand predictve. Transient,in the sensethat
datawhich hasnot beenusedfor a suficiently long time hasde-
cayed. And predictive, in the sensethat allowing a valueto leak
away evenif it will be usedagaindoesnot harmcorrectnessUs-
ing a decayedvalue will possiblycausea mispredictionthat can
be correctedby existing hardware. This is a key differencefrom
cacheswhereusingdecayeddatawill leadto incorrectexecution
of theprogram.

Branchpredictorsaretypical structuresstoringtransiendata.In
this paper we evaluatethe effectivenessof branchpredictorsde-
signedwith 4T cells. We usequantitatve evaluationg(bothcircuit-
level and cycle-level) of the branchpredictorsto measurehe en-
ergy andareabenefits.Overall,using4T cellsfor branchpredictors
offers 60-80%leakagesavings with minimal performanceémpact
while providing an areaadwantageof 12-33%. More broadly the
papetbeaginsarethinkingof how transientatashouldbesupported
in powver-awvareprocessors.

Therestof this paperis organizedasfollows. The next section
providesbackgroundnformationaboutour simulations.Section3
proposesa branchpredictordesignusing 4T cells that automati-
cally providesdecay Section4 concludeghepaper

2. EXPERIMENTAL SETUP
2.1 Simulation Setup

Simulationsin this paperarebasedn the SimpleScalaB.0tool
set[3]. Ourmodelprocessohasmicroarchitecturgbarameterthat
resemblesn mostrespectghe Intel Plll processof4]. The main
processoandmemoryhierarchyparametergsreshovn in Tablel.
For performanceestimatesand behaioral statistics,we use Sim-
pleScalars sim-outorder simulator For enegy estimateswe use
the Wattchsimulator[2]. WattchusesSimpleScalas sim-outorder
cycle-accuratamodel and addscycle-by-gcle tracking of power



Processofore

40-RUU, 16-LSQ

4 instructionspercycle
4 IntALU,1 IntMult/Div,
4 FPALU,1 FPMult/Div,
2 MemPorts
MemoryHierarchy

InstructionWindow
Issuewidth
FunctionalUnits

L1 D-cache 16KB, 4way, 32B blocks,3-cycle

L1 I-cache 16KB, 4way, 32B blocks,3-cycle

L2 Unified, 256KB, 8-way LRU,
32Bblocks,8-gcle lateng, WB

Memory 100cycles

TLB Size 128-entry 30-gycle misspenalty

BranchPredictor
T6K-entrygshare IZ bits history
2048-entry4-way

Branchpredictor
Branchtargetbuffer

Table 1: Configuration of simulated processar

dissipationby estimatingunit capacitanceandactvity factors.

We usespice-lerel toolsfrom Celerity for detailedcircuit simu-
lationswith a25 pico-secondesolution.The6T and4T RAM cells
aretakenfrom AgereSystemstell libraries;no customdesignsare
assumed4T cellsexist in theselibrariesbecausef their possible
useasDRAM cellsembeddeantoa primarily-logic chip.

Procesgechnologyprimarily determinedeakagecurrents. We
considere® Ageretechnologieshavn in Table2. With eachsuc-
cessve generationJeakageincreaseexponentially The leakage
currentsareshavn for roomtemperature25C,andthusmayunder
predictthe true leakageseenin runningchipswherethe operating
temperaturés likely to bemuchhigher Figurel shavstheleakage
currentsfor varing temperaturefor COM2 transistors.The expo-
nentialrelationof leakageto temperaturés evidentin this figure.
Our designgargetan operationatemperaturef 85 C but we also
discussmechanismgo control 4T cells undervery high tempera-
ture(125C).

COMZ [ COM3 [ COM4
Featuresize(um) 0.16] 0.12 0.1
Vdd (V) 15 1.0 1.0
Transisto_eakageCurreni(nA) 3 10 100

Table 2: Comparisonof Agere COM2, COM3 and COM4 tech-
nologies.Leakagecurrentsare for 25°C.
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Figure 1: Transistor leakagecurrent (nA) for varying temper-
aturesfor the COM2 process.

2.2 Benchmarks

We evaluateourresultsusingbenchmark§rom the SPECCPU2000

suite[9]. Thebenchmarkarecompiledandstaticallylinkedfor the
Alphainstructionsetusingthe CompacAlphacompilerwith SPEC
peak settingsandincludeall linkedlibraries. For eachprogramwe
skip thefirst 1 billion instructionsto avoid unrepresentate beha-

ior atthe beginning of the programs execution. We thensimulate
500M (committed)instructionsusingthereferencenput set. Sim-
ulationis conductedisingSimpleScalas EIO tracesto ensurere-
producibleresultsfor eachbenchmarkacrossnultiple simulations.

3. BRANCH PREDICTOR DESIGN WITH
QUASI-STATIC 4T RAM CELLS

Quasi-statidT memorycellsaremainly considerecasa means
of implementingDRAM within alogic fabricationprocesg8, 10].
In traditional uses the perceved dravback of the 4T cellsis that
they aredynamicandneedrefresh;but this characteristidcs actually
the key for an elegantdecaydesign. In contrastto previous 6T
leakagecontrol stratgies,we do not have to turn off powerto 4T
cells. Instead we let inactive cells decaynaturally thusavoiding
ary overheadassociateavith turning power on andoff. Because
of their useas embeddedDRAM in somedesigns,4T cells are
alreadypresentin mary designlibraries, including thoseusedby
Agere.We usethecellsasthey appeaiin thelibrary.

In addition,branchpredictordataarenot architecturalmeaning
thatif we unknavingly losethemonly performancemight suffer
but not correctnessThis leadsto a cleandesignwithoutary decay
counterhardware. The dravbackin accessinglecayeddatais a
potentialbad prediction. As long asthis is a rare event we can
eliminateall the decaycounterthardwareandgetsimilar benefitsas
in a6T decaypredictor 4T cellsarealsosmallerthan6T cells,thus
offering areaadwantageslso.

3.1 The Quasi-Static4T Cell

Basic4T DRAM cellsarewell establishecnddescribedn in-
troductoryVLSI textbooks[11]. 4T cells are similar to ordinary
6T cells but lack two transistorsconnectedo Vdd that replenish
the chage that s lost via leakage(Figure 2). Using exactly the
sametransistorsasin anoptimized6T designthe 4T cell requires
only 2/3 of the area. 4T DRAM cells naturally decayover time
(without the needto switchthemoff); oncethey losetheir chage
they leakvery little sincethereis no connectiorto Vdd.
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Figure 2: Circuit diagrams of the 6T SRAM cell (left) and the
4T quasi-staticRAM cell (right).

Also importantly 4T cells areautomaticallyrefreshedrom the
prechagedbit lineswheneer they areaccessedWhena 4T cell
is accessedits internal high node is restoredto high potential,
refreshingthe logical value storedin it; thereis no needfor a
read-writecycle asin 1T DRAM. As the cell decaysand leaks
chage, the voltagedifferenceof its internalnodesgraduallydrops
to thepointwherethesensemplifierscannotdistinguishits logical
value. Consenratively, this occurswhenthe nodevoltagedifferen-
tial dropsbelown a thresholdof the orderof 100 mV (with 1.5V
Vdd). Below thisthresholdwe have adecayedstate wherereading
a4T DRAM cell may producea randomvalue—not necessarilya
zero. Over a long time the cell reaches steadystatewhereboth
the high nodeandthelow nodeof the cell “float” atabout30m\.

AT cells possesdwo characteristicditting for decay: they are
refresheduponaccessainddecayover time if not accessedln the
restof this sectionwe discussextensvely the 4T decaydesign,in-
cludingretentiontimesandotherconsiderations.

3.2 RetentionTimeslin 4T Cells

We defineretention time to bethetime from thelastaccesso the
time whenthe internaldifferentialvoltageof the cell dropsbelav
thedetectiorthreshold Retentiortime depend®ntheleakagecur-
rentspresentn the 4T cell. Retentiontime is a critical parameter



for a4T designbecausevhenimplementedn 4T cells,decaytech-
nigueshave the cell’sretentiontime astheir naturaldecayinterval.

To studyretentiontimesfor the4T branchpredictorwe chosethe
AgereCOM2 CMOS procesdor whichwe have accuratdransistor
models.Althoughourinitial retentiontime numbersarefor COM2,
we feelthey areaccessiblén COM3 andCOM4 aswell.

Retentiontime is affectedby the characteristic®f the transis-
tors themseles. For example, doubling the channellength and
the gate oxide thicknesscan extend the retentiontime by lower-
ing leakagecurrents. In contrastto standard4T transistors,we
refer to thesetransistorsas slowv-decaytransistors. The trade-of
usingslow-decaytransistords that the areaadwantageis reduced
becaus&RAM cellsbuilt uponthesetransistorsareabout?7/8 of the
6T cell. Table3 compareghe threecell typesfor their accesgime
andcell area.

4T 6T

standard| slow-decay
accesdime(ps) 525 565 || 490
RAM cell area(relatie) 0.66 0.88 1

Table 3: Comparison of three cell types: standard 4T, slow-
decay4T and 6T cells

Variationsin temperaturelsoresultin large variationsin reten-
tion times. Our designgtargetan operationakemperaturef 85 C
(appropriatdor examplefor mobile processorshut we alsodiscuss
mechanismgo protectperformancen situationswherevery high
temperaturg125 C) doesnot allow for sufficiently largeretention
times. Laterin this section,we discussmethodsfor controlling
retentiontimesin 4T cells.

standardd T slow-decay4dT
25C | 85C | 125C| 25C 85C | 125C
Ret.Time(ns) || 18K | 1.7K'[ 0.56K || IM | 57.2K| 9.4K

Table4: Retentiontimesin nanosecond$or standard and slow-
decayversionsof 4T cellsat differ ent operating temperatures.
For a 1GHz (1ns cycle time) processarone can also consider
theseretentiontimes ascyclecounts.

Basedon theseassumptionswe determinedetentiontimesfor
our technologythroughdetailedtransistoflevel simulations. We
simulatedan accesgo a cell, followed by a long periodin which
thecell wasleft unread.During thistime, leakagecauseghecell’'s
internalnodesto losechage. Recallthatthe retentiontime is the
durationbetweenan accessandthe point at which the differential
voltagesof the 4T cells internalnodeslapsedto a value lessthan
100mV, We used100mV asour criteriafor the minimum voltage
we would expectthe senseamplifiersto distinguish.Readinga de-
cayedcell producesa valid, thoughrandom,predictorvalue. (We
modelthis randomnes# our simulatedresultsthatfollow, andwe
discussthe finer points of this issuelaterin this section.) Table4
givesthe cell retentiontimesin nanosecondfr the COM2 tech-
nology

3.3 Locality Considerations

Granularityis alsorelevantin the 4T designbut hereit stems
from the way 4T cells arerefreshed. Branchpredictorsare typi-
cally layoutasa squarewith eachrow having multiple neighbor
ing predictors. In a squarifiedpredictor readinga row refreshes
all thecellsin arow becaus¢hewordlineis asserted(Segmented
wordlineswould allow moreselectve refreshbut thesedesignsare
outsidethe scopeof this paper)

Retentiontime selectionandlocality granularitygo togetherbe-
causdargerow granularitymake theapparentateof refreshmuch
higher Cells thatwould have decayedf left alonegetrefreshed
coincidentallyby nearbyactive cells. Thus4T cellswith shortre-
tentiontimes may not lose dataas quickly if therow sizeis long
enough. In contrast,in a designwith very fine row granularity

onewould opt for 4T cells with very long retentiontimes. Fine
granularityleadsto a very gooddecayratio but theimportantcells
mustremainalive on their own (without the benefitof accidental
refreshesjor considerabléime.

3.4 Resultsfor 4T-basedBranch Predictors
We now examinethe leakageandperformancempactof branch
predictordecaybasedon 4T structures. We considereda range
of technologiesfor this section,including COM2, COM3, and
COM4. COM2 shavs modestimprovementswith carefuldesign,
andfuturetechnologiesmprove significantlyonthis. We useslow-
decay4T cellsin our design,bothin the BTB andin the direction
predictor As for the overall configuration,we usea 16K-entry
gshareconfigurationasin Table1l. We targetan operationatem-
peratureof 85 C; this leavesus a decayintenval of 57,200cycles.
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Figure 3: Normalized executiontime (Top) and misprediction
rate (Bottom) of standard and 4T predictors. 4T predictors
produceminimal performancelosses.
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Figure 4: Activeratio of a4T basedpredictor.

Figure3 (top) shavs the normalizedexecutiontime (in percent-
ages)comparingconventionalnon-decayingT branchpredictors
and4T basedbranchpredictors.Note thatthe y-axis of the graph
hasa very limited range. From the graph,we seethat execution
time is virtually unchanged.Thatis, the performancempact of
predictingbranchesasedon decayedoredictorentriesis negligi-
ble. In fact,afew benchmarksictuallyimprove slightly dueto the
randomeffectsof readingdecayed/alues.Furthermoreprediction
accuray (Figure 3, bottom)was also virtually unchanged.Over
all thebenchmarksthe overall predictionaccurag wasdown less
than0.5%. Figure4 shaws the active ratio of the directioncoun-
ters. On average we seea 15% active ratio, which directly trans-
latesinto over 85% savings on leakagepower over a traditional,
non-decayingredictor
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Figure 5: Normalized leakage energy for branch predictors
with standard (Left) and slow-decay(Right) 4T cells.

Finally, the normaldynamicenegy overheadof additionalmis-
predictionsmust be includedin our results. Using a calculation
similar to that found in [6], we can evaluatethe impact of addi-
tional dynamicoverheadcausediy decayedandpossiblymispre-
dicted)reads Notethatthisnumberis anenegy calculatiorfor the
entire processorthatis, the dynamicoverheads the extra enegy
expendedby thewholeprocessodueto alongerruntime.

Figure 5 shavs the normalizedleakageenegy with 4T based
branchpredictors. The leakageenepgy of a 6T branchpredictor
is definedas 1; a numberlower than that indicatesa processor
equippedwith a particularbranchpredictorconsumedesseneny,
andvice versa.

As shavn in the plot, we seethata processowith a branchpre-
dictorusingeitherthestandardT (Figure5, Left) or slow decaying
4T (Figureb, Right) cells consumedessenepgy underthe COM3
and COM4 processes At COM2, the branchpredictoris decay-
ing sorapidly thata lot of usefulinformationis beingdiscarded,
imposinga performancepenaltyso severe that the overall enegy
consumedy the processoactuallyincreases.

More importantly we seethe impendingconcernover leakage
power more clearly; at COM3 and COM4, whereleakageenegy
hasa much largerimpact, we canvery aggressiely decayusing
standard4T cellsandstill achieze anoverall power savings.

ExaminingtheBTB decayrevealssimilar obsenations.Because
eachBTB tamgetis much larger thanthe two-bit counter we can
afford to attachcountersto eachBTB target and thus achiere a
very low activeratio.

Overall, we seethat 4T cells provide immenseleakagepower
saszingswith aminimal performancempact. We alsoseethatover-
all, theprocessowill consumdessenepgy despiteheperformance
overheadandthat asleakageenepgy increasesn influencevis-a-
vis dynamicenegy, a 4T basedbranchpredictorbecomesnuch
moreeffective.

3.5 Discussion
This sectionexpandson somekey additionalissuesregarding
branchpredictorsbasedon 4T cells.

3.5.1 Controlling Retention Times

Thesucces®f a4T designdepend®n matchingretentiontimes
to accesqi.e., “refresh”) intervals. Thus,the ability to controlre-
tentiontimescould give us a newv degreeof freedomin designing
4T structures.

A wayto affectretentiontimesis to adddevicessuchasresistors
or capacitorgo the basic4T cell [5]. Suchdevicescanbe usedto
slowly replenishthelostchage. If therateof replenishmenis less
thanthe leakagethe cell will still decayalbeitmuchmoreslowly,
thusretentiontime canbe extendedsignificantly

35.2 Metastability
Anotherkey issueregardingd T structuress thefactthatmetasta-
bility problemsare possiblewhen the cell’s internal differential
voltageis too small. To avoid metastability it is temptingto use
refresh,but this would obviate the savings of our approach. In-
stead pnecandetectthe smalldifferentialvoltagesandavoid rely-

ing on arraydataat thesepoints. As an exampleof the latter, we
proposethatonecouldavoid metastabilityin a4 T branchpredictor
by addinga referencecolumnwhosesolepurposeis to detectlow
differentialvoltageandto preventthe senseamplifier outputfrom
propagatingfurther into the circuit. In this column, insteadof a
senseamplifier we have a voltagecomparatar Whenthe voltage
differenceis too small, the comparatooutputforcesthe reference
cell to readasa logical zero (otherwiseit readsasa logical one).
Theoutputof thecomparatoqualifiestheresult. A smalldifferen-
tial is thereforepreventedfrom inducingmetastabilityin the subse-
quentcircuit.

Otherapproachesre possible,suchasthe useof decaycoun-
ters[6], but the onewe have proposed—theiseof a singlecom-
paratorin a referencecolumn—is appealingbecauset prevents
metastabilitywhile requiringminimal extra areaor power.

4. CONCLUSIONS

In this paper we examinethe useof quasi-statietT cellsfor im-
plementingoranchpredictors.Such4T cellshave beenproposedo
implementon-chipembeddedRAM in a fairly-traditional style
with refreshcircuitry. In our work, we examineusing the natu-
ral decayof the 4T cells to implementdecayfor leakage-control
in branchpredictors. Becausebranchpredictorsare performance
hints, not correctness-criticallost entriesdo not causeincorrect
execution.Moreover, we shav that4T cellscanbebuilt with suffi-
cientnaturalretentiontimesto implementusefuldecay-basegre-
dictorswith negligible impacton predictionrate.

While branchpredictorleakagds up to 10% of total CPUleak-
age,we areableto reduceit by a significantfraction, sometimes
90%or more. This reduceverall chip leakageby 5-7%. Further
morewe canreduceleakagewith essentiallyno performancecost
andin generalanareamprovementf 12%-33%.Mostbroadlythe
paperpromptsa rethinking of how transientdatacan bestbe ex-
ploitedin designingoower-efficient processors.
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