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ABSTRACT
Many wireless channels in different technologies are known to have
partial overlap. However, due to the interference effects among
such partially overlapped channels, their simultaneous use has typi-
cally been avoided. In this paper, we present a first attempt to model
partial overlap between channels in a systematic manner. Through
the model, we illustrate that the use of partially overlapped chan-
nels is not always harmful. In fact, a careful use of some partially
overlapped channels can often lead to significant improvements in
spectrum utilization and application performance. We demonstrate
this through analysis as well as through detailed application-level
and MAC-level measurements. Additionally, we illustrate the ben-
efits of our developed model by using it to directly enhance the
performance of two previously proposed channel assignment algo-
rithms — one in the context of wireless LANs and the other in the
context of multi-hop wireless mesh networks. Through detailed
simulations, we show that use of partially overlapped channels in
both these cases can improve end-to-end application throughput by
factors between 1.6 and 2.7 in different scenarios, depending on
wireless node density. We conclude by observing that the notion
of partial overlap can be the right model of flexibility to design ef-
ficient channel access mechanisms in the emerging software radio
platforms.

Categories and Subject Descriptors
C.4 [Computer Systems Organization]: Performance of Systems;
C.2.1 [Computer Communication Networks]: Network Archi-
tecture and Design—Wireless Communication

General Terms
Measurement, Algorithms, Experimentation, Performance.

Keywords
IEEE 802.11, channel assignment, partially overlapped channels.

1. INTRODUCTION
Wireless communication mostly uses electromagnetic signals to

transmit information. While a wireless signal occupies a large

∗Supported by NSF Grant CNS-0520152.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SIGMetrics/Performance’06,June 26–30, 2006, Saint Malo, France.
Copyright 2006 ACM 1-59593-320-4/06/0006 ...$5.00.

Center frequency of a channel

(a) Non-overlapping
       channels (ideal)

(b) Non-overlapping
      channels (actual)

(c) Partially overlapping
      channels (actual)

Transmit
Power

Frequency (GHz) Frequency (GHz) Frequency (GHz)

A1        A2       A3
C1    C3     C4     C7

Limit B1        B2       B3
C2    C4     C6

Figure 1: Channels with and without partial overlap.

range of frequencies, the energy is typically concentrated in a rel-
atively narrow range of frequencies. The wireless spectrum is par-
titioned into ranges of frequencies, referred to as spectral bands,
usually by regulatory bodies such as the Federal Communications
Commission (FCC) in the US. Since different wireless technolo-
gies use different signal modulation and access mechanisms, not
all of which are compatible with each other, the FCC and other
such regulatory bodies define spectrum usage policies that dictate
technology usage constraints on these spectral bands.

In order to resolve rights to transmit on the wireless medium
among competing transmitters, many wireless technologies use a
two-tier approach. First, they split the spectral band into sub-ranges
called “channels” and each transmitter (and its corresponding re-
ceivers) are required to operate on one of these channels. Clearly,
if there areN potential transmitters andM channels, then the con-
tention problem is reduced by a factor ofM . Within a given chan-
nel, different technologies use different mechanisms, examples be-
ing Time Division Multiple Access (TDMA), Code Division Mul-
tiple Access (CDMA), or even random access mechanisms.

We instantiate an example with the IEEE 802.11 (a/b/g)-based
wireless technologies. The 802.11b extension operates in the 2.4
GHz spectral band, which is split into 11 channels. The bandwidth
of each channel is 44 MHz. When operating in the 802.11 Dis-
tributed Coordination Function (DCF) mode, all wireless transmit-
ters assigned to this channel use a random access contention mech-
anism, such as RTS-CTS handshakes. The wireless signal itself is
modulated using a Frequency Hopping Spread Spectrum (FHSS) or
Direct Sequence Spread Spectrum (DSSS) technique that allows it
to potentially co-exist with transmissions from other wireless tech-
nologies and ambient noise.

A transmission on a given channel interferes with any other trans-
mission on the same channel within a certain range, called the inter-
ference range. The interference range of a transmission depends on
the transmission power used. Therefore, the choice of transmission
power determines the amount of spatial re-use of the same channel,
i.e., the physical separation required for two simultaneous trans-
mitters to co-exist on the same channel. In order to increase spatial
re-use, each wireless technology imposes specific limits on the per-
missible transmit power on its channels. (FCC in the US also regu-
lates the maximum transmission power permissible in each spectral
band.)
Defining channel boundaries:Let us examine the following ques-
tion: given that each channel in a specific technology occupies a



fixed bandwidth, how far apart should usable channels be spaced in
the frequency domain?

To answer this question, we first examine the relationship be-
tween the energy of a transmitted signal and the information capac-
ity of a wireless channel. While the exact nature of this relationship
depends on the precise choice of physical layer modulation scheme,
other technological characteristics, as well as the noise characteris-
tics in the environment, it is interesting to consider the upper bound
on information capacity of a wireless channel, as defined by Shan-
non, as given below:

C = B log2(1 + SNR)

whereC is the data capacity,B is the channel bandwidth, and
SNR is the signal to noise ratio. As the signal energy increases, the
value ofSNR increases, and so does the channel capacity. Each
wireless technology defines precise limits on the transmitter’s out-
put power for each frequency within its channels. Therefore, to
maximally utilize the capacity of a given channel within the trans-
mit power bound, a transmitter should emit the maximum permis-
sible power in all frequencies of the channel, e.g., Figure 1(a). The
transmit spectrum maskwhich is used by the transmitter to limit
the output power on different frequencies will then be required to
emulate anideal band-pass filter. Under such a construction it is
logical to have neighboring channels (A1, A2, andA3) to be non-
overlapping, i.e., two neighboring channels do not share any fre-
quency. While such a construction of channels can be efficient in
terms of capacity, design of such ideal transmit masks is not possi-
ble in practice.

In particular, realistic transmit masks are not ideal band-pass fil-
ters and instead are closer to what is shown in Figure 1(b), which
implies that the capacities of such channels are lower than the ideal
ones shown in Figure 1(a).

We now answer our question on how neighboring channels are
constructed in wireless technologies such as 802.11. Neighboring
channels in the 802.11 standards are constructed in two different
ways. Channels in 802.11a standards are constructed similar to
what is shown in Figure 1(b) with no overlap between neighboring
channels1. Hence, channelsB1 andB2 can be used simultaneously
for transmissions in the same physical vicinity.

In the 802.11b standards, channels are constructed similar to
that shown in Figure 1(c), where neighboring channels (e.g.,C1

andC2) partially overlap in the frequency domain. The implica-
tion of such a construction is that simultaneous transmissions on
channelsC1 andC2 within close physical proximity will cause in-
terference. We call such channels,partially overlapped channels.
Hence, in many situations such partially-overlapped channels can-
not be used simultaneously. In the example in Figure 1(c) we can
see that only channelsC1, C4, andC7 have no overlap in the fre-
quency domain. We call themnon-overlapped channels.When two
in-range transmitters operate on the same channel, they interfere
with each other. Such interference is known asco-channel inter-
ference.When two transmitters operate on adjacent channels that
partially overlap, they cause lesser degree of interference, which is
referred to asadjacent channel interference.Finally, two transmit-
ters operating on non-overlapped channels will not interfere with
each other.
Can partially-overlapped channels be used?Assignment of chan-
nels to communicating wireless nodes is an important problem in
any wireless environment. The 802.11b standards define 11 chan-
nels that are operational in the US, of which only three are non-

1In practice, there is some overlap between neighboring channels in
the IEEE 802.11a standards. However, the energy in the overlapped
part is quite low that we can ignore it for practical purposes.

overlapped channels, namely 1, 6, and 11. However, under cur-
rent best practices, most users and wireless LAN administrators
configure their wireless interfaces to use one of these three non-
overlapped channels only. This is true even under many dense de-
ployment scenarios, where limiting the choice of channels to only
three alternatives imply that two nearby (and potentially interfer-
ing) nodes are actually assigned to the same channel. Such an ap-
proach is adopted due to the following reason.

In most typical scenarios, interference on the same channel, i.e.,
co-channel interference, can be directly detected and can be ex-
plicitly handled through contention resolution mechanisms, e.g.,
the RTS-CTS handshake in 802.11 networks. In contrast, adjacent
channel interference often contributes to background noise and can-
not be handled in an explicit manner by channel contention tech-
niques. Hence, systematic approaches to handle adjacent channel
interference is usually considered difficult. Due to the detrimental
effects of adjacent channel interference, all prior wireless channel
assignment approaches in diverse wireless technological scenarios
(e.g., cellular networks, 802.11 WLANs, etc.) have made use of
non-overlapped channels alone. In fact, in an overwhelming num-
ber of recent as well as classic papers, the notion of channel has
come to be defined (and almost rightly so) as a path of information
flow which is perfectly isolated from other paths of information
flow, i.e., other channels. For examples in context of multi-hop
wireless networks, see [1, 2, 3, 4, 5, 6, 7], in the context of single-
hop wireless LANs, see [8, 9, 10, 11] and in the context of cellular
networks, see [12, 13, 14, 15, 16, 17] and the references therein.

In this paper, we visit the following questions: (i) is spectrum
used efficiently when only non-overlapped channels are used?, and
(ii) if it is not, how can spectrum utilization be improved?

The answer to the first question is negative. It is fairly easy
to see that the use of only non-overlapped channels (Figure 1(b))
leads to wastage of wireless spectrum capacity.This answer in-
tuitively follows from Shannon’s channel capacity observations.
Non-overlapped channels and the practical limits on the shape of
transmit spectrum masks imply that there are many frequencies
in which the transmitted power is lower than the maximum per-
missible limit, which degrades the SNR, and hence the maximum
achievable channel capacity. It also follows that use of partially-
overlapped channels can lead to better utilization of the spectrum.
However, an ad-hoc use of partially overlapped channels can ac-
tually degrade performance. Therefore, the focus of this paper is
to examine systematic approaches to exploit partially overlapped
channels efficiently to improve spectrum utilization. In particu-
lar, we first describe a model that captures interference effects of
partially-overlapped channels, then illustrate how such a model can
be effectively used in improving design of channel assignment al-
gorithms, and finally conduct a detailed evaluation study to demon-
strate how such models and algorithmic approaches lead to im-
proved utilization of the wireless spectrum. Our examples are drawn
from two application scenarios — channel assignment necessary in
wireless LANs (WLANs) and multi-hop wireless mesh networks.
Relationship to physical layer coding techniques:At a first glance
it might seem that better physical layer modulation techniques can
utilize an entire range of spectrum while also allowing for different
transmissions to ‘co-exist’. For example, in the Frequency Hop-
ping Spread Spectrum method, a single transmission is encoded
over different frequencies at different times. The sequence of fre-
quencies selected for transmission is determined a-priori using a
‘hopping’ pattern. Thus, nodes with different hopping patterns can
co-exist in the same frequency domain. However, all nodes us-
ing the same physical layer modulation technique have to share the
capacity of the wireless medium as determined by the modulation
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Figure 2: TCP/UDP throughputs versus physical distance.
method used. Thus, as long as the power dynamics of two transmis-
sions cause them to interfere, the respective communicating nodes
experience a reduction in capacity. The focus of this paper is to
manage simultaneous transmissions carefully within the frequency
domain in order to improve spectrum utilization — a mechanism
which is complementary to physical layer methods.
Key contributions: The following are the main contributions of
this work:

• We present a systematic and detailed model of partially-overlapped
channels in wireless communication that is general in nature
and applies to a wide range of communication technologies.
The model is motivated through detailed experimentation.

• We use the model to modify two existing algorithms for chan-
nel assignment and management in different wireless scenar-
ios and show how the new model allows significant enhance-
ment in utilization of the wireless spectrum.

We believe that the work presented in this paper is a first step and
can lead to interesting future directions in more online construction
of partially overlapped channels. In particular this line of research
can lead to agile, channel-access mechanisms that complement the
ongoing developments of software radio platforms.
Roadmap: The rest of this paper is structured as follows: In Sec-
tion 2, we first present a detailed measurement study that quanti-
fies possible benefits of using partially overlapped channels. Next
in Section 3, we discuss our proposed partially-overlapped chan-
nel model and analysis. In Section 4, we discuss the implications
of using such channels in improving overall utilization of spectral
resources. In Section 5, we discuss the applications of partially-
overlapped channels in two different environments, namely WLANs
and wireless mesh networks. In Section 6, we discuss related work,
and finally we conclude in Section 7.

2. MEASURING PARTIAL OVERLAP
In this section, we measure the benefits of using partially over-

lapped channels through careful experimentation. In particular, we
demonstrate how using such channels can yield improvement in
throughput and spatial re-use of spectrum. These observations lay
the motivation for building an analytical model (Section 3) that cap-
tures partial overlap among adjacent channels.

In our prior work [18], we performed an extensive set of exper-
iments to carefully study the impact of using partially overlapped
channels. Here, we summarize results from this evaluation. We
also supplement these results with additional experiments which
used different physical layer modulation methods. Below, we dis-
cuss the salient points of these experiments:

Our experiments in [18] measured the amount of partial over-
lap between channels by studying the impact of such overlap on
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Figure 3: The measurement setup.

MAC-level and application-level metrics. These experiments were
performed using the IEEE 802.11b standards that operate in the 2.4
GHz band. As discussed before, the 802.11b standards define 11
channels, each with a bandwidth of 44 MHz, while the center fre-
quency of neighboring channels are placed 5 MHz apart. As a con-
sequence, only three of these channels are non-overlapping, namely
1, 6, and 11. To quantify the degree of interference between various
channels, we present additional results from experiments which use
the following setup:
Setup: Two pairs of communicating wireless nodes built of com-
modity 802.11 hardware (IBM Thinkpad laptops with 802.11 a/b/g
wireless interfaces) were placed as shown in Figure 3. In each pair,
the two communicating nodes were placed in close proximity of
each other. The lower node in each pair sent a flow of traffic to
the upper node. In order to communicate, in all experiments both
nodes in each pair were configured to use the same wireless chan-
nel. The physical separation and the channel separation between
the two pairs of nodes was varied. Experiments in [18] used 1 and
2 Mbps data-rate for the physical layer which uses the Binary Phase
Shift Keying (BPSK) modulation. Here, we report results using the
Complementary Code Keying (CCK) modulation specified by the
802.11b standard which provides for 11 Mbps of data-rate. Figure
2 shows these results for TCP and UDP traffic at the application-
level. We note the following salient points of such results:

(i) As the physical separation increased, the amount of interfer-
ence decreased and this led to increase in throughputs. This is evi-
dent from results in Figure 2.

(ii) However, the same level of throughputs could be achieved
at much lower physical separation by increasing the channel sepa-
ration between the two pairs of nodes. For example, as shown in
Figure 2 a channel separation of three (say channel 1 and 4) was
enough for both nodes to reach maximum possible throughput with
a physical separation of about 10 m. However, operating on the
same channel required a physical separation of about 60 m for both
links to operate without interference.

Thus, partially overlapped channels can provide much greater
spatial re-use if used carefully. In the next section, we model this
behaviour analytically by studying its impact on the signal-to-noise
ratio and the bit-error probabilities of packet reception. Later, we
build mechanisms to utilize partially overlapped channels in wire-
less LANs and mesh networks.

3. MODEL FOR PARTIAL OVERLAP
A wireless signal has a certainfinite bandwidth which corre-

sponds to the range of frequencies in which most of its energy is
concentrated. When a transmitting node emits a wireless signal in
a specific wireless channel, it uses a transmit spectrum mask. The
transmit spectrum mask specifies the upper limit of power that is
permissible for each frequency of the transmitted signal. Figure 4
illustrates the transmit spectrum mask for IEEE 802.11 standards
using DSSS modulation. The channel bandwidth is 44 MHz. At
the center frequency,Fc, the mask limits output power to0 dB2 –
the output power is equal to the input power and the signal is passed
unaffected. At frequencies beyondFc+11Mhz andFc−11 Mhz,

2Relative power indB = 10log(Pout/Pin).
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Figure 4: The Transmit Spectrum Mask for IEEE 802.11 DSSS
modulation.

Rel. Freq (MHz) 13 14 14.4 14.8 22.4 28 56
Rel. Power (dB) 0 -15 -20 -28 -34 -42 -52

Table 1: The transmit spectrum mask for a 28 MHz channel of
the WirelessMAN physical layer in the IEEE 802.16 standard.

the power is attenuated down by−30 dB and further to−50 dB
atFc± 22 MHz, whereFc is the center frequency for the channel
c. Similarly, Table 1 tabulates the transmit spectrum mask for the
IEEE 802.16 standards (WiMAX), which has a similar structure.

Note that this transmit spectrum mask is ideal and in reality only
some continuous approximation is achieved.

To receive a given signal, a receiver uses another band-pass fil-
ter to selectively receive a certain frequency band. The band-pass
filter ‘allows’ a certain band around the center frequency and elim-
inates all other frequencies to pass through the radio circuitry at the
receiver. The power with which a signal is received depends on
the amount ofoverlapbetween the receiver’s band-pass filter and
the transmitter’s signal distribution (usually limited by the transmit
spectrum mask) in the frequency domain. Therefore, if the cen-
ter frequency of the receiver’s band-pass filter is not aligned with
the center frequency of the transmitter’s signal distribution, the re-
ceived power of the signal reduces. In particular, if the center fre-
quency of the receiver’s filter does not overlap with the transmitter’s
spectrum mask, the signal is not perceptible at the receiver.

Based on these observations, it is possible to quantify the notion
of partial overlap between two wireless channels. We illustrate this
with an example shown in Figure 5. Shown is the distribution of
a transmitter’s output power made on a certain channel with center
frequencyFc. For example, ifFc = 2.437 GHz, this corresponds to
channel 6 of IEEE 802.11b standards. The signal occupies a band-
width of 44 MHz around this center frequency. A receiver with an
ideal band-pass filter is positioned atFc + 10 MHz. Since 802.11b
channels are separated by 5 MHz, in the example this implies that
the receiver is tuned to channel 8. The signal transmitted on chan-
nel 6 is received with a lower received power on channel 8, and
this power is given by the energy in the shaded region in the fig-
ure. In addition, if the receiver’s filter is translated continuously
to the right, the received power will decrease in a corresponding
continuousmanner.
Developing a model: The first step to developing mechanisms
which take advantage of partial overlap is to build a model that
captures such an overlap in a quantitative fashion. We introduce the
notion of aninterference factor(I-factor for short) that captures the
amount of overlapbetween a transmission on a certain frequency
FT and reception on a certain frequencyFR. The amount of over-
lap is captured quantitatively by calculating the area of intersection
between a signal’s spectrum and a receiver’s band-pass filter. We
first provide a general definition of I-factor as a continuous function
and later derive a discrete version which applies to 802.11 based
transmissions which have a ‘discrete’ concept of channels.

Let a transmitterT be stationed on frequencyFT and corre-
spondingly a receiverR is positioned to receive on frequencyFR.
Let ST (f) denote the signal’s power distribution across the fre-

Fc Fc + 22Fc − 22

Maximum power

Fc + 10 

Amount of power
received on Fc + 10

centered at Fc + 10
Band−pass filter

Figure 5: Reduction in power due to decreased overlap between
the receiver’s and the transmitter’s channels.

quency spectrum. EssentiallyST (f) is computed by taking the
Fourier Transform [19] of the output signal. LetBR(f) denote the
band-pass filter’sfrequency response. That is, the amount of power
received at a certain frequencyf is given by multiplying the fre-
quency response of the band-pass filter to the incoming signal. Let
τ = FT − FR. Based on these notations, we can define I-factor
function that applies to the transmission of any band-limited sig-
nal regardless of their modulation method (such as OFDM, DSSS,
etc.), as:

IF(T,R)(τ) =

∫ +∞

−∞
ST (F )BR(F − τ) df (1)

The parameterτ represents the amount of overlap as a continuous
variable. τ = 0 indicates that both signals have the same center
frequency and a increasing value of|τ | indicates reduction in the
overlap.

The above definition of I-factor captures the overlap between a
transmission and reception on any two frequencies. However, the
current wireless communication standards (802.11, 802.16 etc) de-
fine a set of discrete channels for radios to operate on. We de-
vise a discrete version of the I-factor which calculates the overlap
between two discrete channels assuming similar transmission and
reception characteristics (i.e. same modulation technique).

Specifically for transmissions based on IEEE 802.11 standard,
we define an idealized discrete model of the I-factor denoted by
Itheory(i, j) as the amount of overlap between channelsi andj. In
this idealized model we assume that the transmitted signal’s power
distribution has the exact form of the transmit spectrum mask (Fig-
ure 4). Since it is advantageous for a wireless card designer to use
the same filter for transmitting a signal and band-limiting the re-
ception, we use the receiver filter to be the same as the transmit
spectrum mask.

Then, I-factor in this idealized model can be computed by in-
stantiatingτ = 5|i− j| in MHz in Equation 1 (separation in MHz)
andST (f) andBR(f) in the same equation as follows:

BR(f) = ST (f) =

 −50dB if |f − Fc| > 22MHz
−30dB if 11MHz < |f − Fc| ≤ 22MHz
0dB otherwise

whereFc denotes the channel center frequency.
The discrete I-factor can also be obtained empirically through

measurements as follows. IfPi denotes the power received at a
given location of a particular signal on channeli andPj denotes
the received power for the same signal and at the same location on
channelj thenImeasured(i, j) can be calculated asPi

Pj
. This es-

sentially gives the fraction of a signal’s power on channelj that will
be received on channeli and can be empirically obtained through
simple measurements for any given wireless technology.

The plot in Figure 6 shows that the theoretical and measured I-
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factor values for two interfering 802.11b wireless channels match
fairly well (measurement performed using commodity hardware).
We also show the theoretical I-factor at a 2.4 GHz 802.11 channel
due to interference from a 802.16 tranmission in Figure 7. This
was calculated using the 802.11 transmit spectrum mask (Figure 4)
and the 802.16 transmit spectrum mask (Table 1). Note, measured
I-factor for this case was not available due to lack of 802.16 hard-
ware.

3.1 Inferring interference effects
A wireless signal attenuates in strength as it travels from the

transmitter to the receiver. If the transmitter and the receiver are
tuned to the same channel, this is the only form of signal attenuation
visible at the receiver. However, if the receiver and the transmitter
can be tuned to different channels (with different center frequen-
cies) an additional signal attenuation is perceived at the receiver, as
given by the I-factor. Thus, both physical distance as well as spec-
tral distance between the transmitter and the receiver is responsible
for signal attenuation. Hence both of these factors should be con-
sidered when the interference effects of a signal is defined.

Let the transmitterT and the receiveriR be separated by a dis-
tance,d and operating on channelsi andj respectively. IfPt is
the transmitted power of the signal, then by enhancing the two-ray
ground propagation model [19, 20] with the notion of I-factor, the
received power is given by:

Pr =
PtCtI(i, j)

dk
(2)

whereCt denotes a set of constants capturing various radio prop-
erties such as the antenna gains and height, etc. and the path loss
parameterk, is typically between 2 and 4. IfN is the ambient noise
at the receiver, then the signal is correctly received at the receiver
if the Signal to Noise Ratio (SNR) exceeds a Carrier Sense Thresh-
old, Th. In this case,R is considered to be within the transmission
range ofT . On the other hand, if the SNR falls below this thresh-
old, the signal is not correctly decoded at the receiver. Instead the
received power adds to the noise at the receiver. In this case we
considerR to be in the interference range ofT but not within its
transmission range.

Now consider the case where two transmitters,T andT ′, are at-
tempting to communicate with two receiversR andR′ respectively.
Assume that both receivers are within the transmission ranges of
both transmitters. In such a case, both transmissions cannot hap-
pen simultaneously (due to interference effects) thereby reducing
parallelism. However, since both transmitters are in range of the
receivers, the contention to transmit can be resolved using standard
standard MAC level mechanisms, such as RTS-CTS.

When a receiverR′ is in the interference range of one transmit-
ter T , but not in its transmission range, such contention resolution
is not possible. This is because MAC-level mechanisms, such as
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RTS-CTS, rely onR′ correctly receiving a frame fromT , which is
not the case. In particular, transmissions fromT would add to the
noise atR′, thereby reducing its SNR when receiving data from
another transmitter,T ′. If as a consequence the SNR falls below
the carrier sense threshold, then such data is not correctly received.

We examine both these scenarios in turn.

Impact of partially overlapped channels on transmis-
sion ranges.WhenR is within the transmission range ofT , un-
der the two-ray ground propagation model, the following condition
needs to hold:

Th <
Pr

N
=

PtCtI(i, j)

N.dk
i.e., (3)

d <
k

√
PtCtI(i, j)

N.Th
(4)

Note that this equation implies that a transmission made on any
channel can potentially be correctly received by tuning the receiver
to a neighboring, partially-overlapped channel.

If i = j, i.e., both the transmitter and the receiver are operating
on the same channel, thenI(i, j) = 1, and the transmission range is

given bydii = k

√
PtCt
NTh

. Otherwise, if the transmitter is on channel
i and the receiver on channelj, then the transmission range is is

given bydij = k

√
(PtCtI(i,j)

Na
. It follows that

dij = I(i, j)1/kdii where,dii =
k

√
PtCt

NTh
(5)

Similar models can be derived for other radio propagation mod-
els as well. In Figure 8 we illustrate how the transmission range
varies with channel separation for the two-ray ground propagation
model (normalized against the interference range for channel sepa-
ration of zero). Note, that y-axis is in a logarithmic scale. We can
observe that the interference range decay is quite fast. For exam-
ple, channels 1 and 4 (with separation of 3) can be used without
direct interference when separated by a mere distance of about 3



meters (assuming the transmission range on the same channel is
300 meters). This implies that good spatial re-use is possible by
employing a set of partially overlapping channels. We present more
detailed arguments for capacity improvements using partially over-
lapped channels in Section 4.

Impact of partially overlapped channels on noise and
bit errors. If a signal is received atR with power below the car-
rier sense threshold, it cannot be correctly decoded at the receiver
and instead adds to the noise. IfR is attempting to receive a sig-
nal from another transmitter, such a transmission fromT lowers its
SNR and may contribute to losses.

Let Pii = PtCt

dk be the received power on channeli with the
transmission made on the same channel. LetPij denote the power
received on channelj. Clearly,Pij = I(i, j)PtCt

dk . Considering
this transmission as noise, we note that the partial overlap has re-
duced the signal strength byI(i, j). That is1/I(i, j) concurrent
such transmissions on partially overlapped channels would bring
up the noise to the same level as a single transmission on the same
channel.

For example, consider the case when the receiver is on channel 4
of the 2.4 GHz band and transmitters are on channel 6. To match the
interference effect of a single transmitter on channel 4, we would
need1/I(6, 4) = 10−1.147 = 14 transmitters in channel 6. Even
in densely deployed wireless environments, such occurrences are
rare. This is because 14 transmitters on the same channel (channel
6, for example) can transmit simultaneously if and only if none of
them are in range of each other. (If two of these transmitters are in
range of each other, then normal channel contention mechanisms,
such as RTS-CTS, will only allow one of the transmissions to pro-
ceed at any time.) Given that the receiverR is in interference range
of all 14 transmitters, it is difficult to find a configuration in which
none of these transmitters are in mutual range.

We now study the effect of noise from such interfering trans-
mitters on partially overlapped channels on a given receiver, by
examining its bit error rate.
Bit error rates: In order to model the impact of interfering trans-
mitters on bit error rate, we need to use some model for the modula-
tion scheme in use. Consider an 802.11-based environment where
the modulation scheme used is DSSS based binary phase shift key-
ing (BPSK). For such a modulation scheme, the bit error rate of
the channel is given bypb = erfc(2 ∗ Eb/No) wherepb gives the
probability of a bit being received in error,Eb is the energy per bit
of a transmission andNo is the background noise level [19].

Let T be a transmitter in interference range ofR, while T ′ be a
transmitter in transmission range ofR. The received power of the
interfering transmission fromT as received byR is calculated us-
ing the two-ray ground propagation model as discussed in the pre-
vious section. We assume that bothT andT ′ use the same trans-
mission powerPt and have similar radio characteristics (such as
antenna gain, etc.) denoted by the constantCt. We are interested
in calculating the bit error rate atR, tuned to channelj, for the fol-
lowing scenario:T ′ is transmitting some data toR on channelj,
while a transmission fromT on channeli is causing interference.
Based on the two-way ground propagation model, the error model
for BPSK, and the definition of I(i,j), this is given by:

pb = erfc(
2 ∗ PtCt

dk
T ′R(No + I(i, j) ∗ PtCt

dk
T R

)
)

where,dT ′R anddTR are the distances betweenT ′ andT from R
respectively.

We show the effect onpb by using realistic values for the var-

ious parameters. We use a transmit power of 100 mW, a carrier
sense threshold of -102 dBm and an indoor ambient noise level of -
110 dBm (based on measurements) mimicking typical 802.11 radio
properties [21]. Using a receiver sensitivity of about -87 dBm, this
gives a transmission range of about 30m. We use a maximum value
of 30 m fordT ′R, the distance between the transmitterT ′ and re-
ceiverR. This value reduces the energy per bitEb to the minimum
possible as per the receiver sensitivity thresholds, thus allowing us
to observe the worst possible impact on the bit error rate. The phys-
ical distance between the interfererT and the receiverR is varied
between 10 m to 100 m while maintaining the maximum possible
separation of 30 m betweenT ′ andR. Figure 9 plots the bit error
probabilitypb for various configurations, whenk = 2. Note that
each plotted line is cut off at the distance for whichT ’s transmis-
sion is correctly received atR (i.e.,R is now in transmission range
of T ). The ’Same Channel’ case shows the effect on the bit error
rate whenT is operating on the same channel asR. The ’Ambi-
ent Noise Only’ case shows the bit error rate due to the ambient
noise without the presence of any interference on any channel. It is
easy to observe that the bit error rate falls rapidly with increase in
channel separation as well as with increase in distance. (Note that
y-axis is in the log scale.)

4. CAPACITY IMPROVEMENTS
We now discuss the impact of partial overlapped channels on

total capacity of wireless environments. In particular, we compare
the achieved capacity to the scenario when only non-overlapping
channels are used.

Let us consider that in a given spectral band there are a total ofM
channels of whichN are non-overlapping. For 802.11b,M = 11
andN = 3. Note, that we are considering the same spectral band
in both scenarios. Hence, the total bandwidth being compared are
the same in both cases.

We first examine non-overlapping channels. Now, consider a
wireless environment where we have a set of nodesV within a
certain specified region which share the set ofN non-overlapping
channels. We define a link between any two nodesu, v ∈ V
which are interested in communicating with each other through ba-
sic wireless transmissions (without any higher level routing). We
represent this link by a directed edgee = (u, v) as shown in Figure
10.

For simplicity, lets assume that every node has a single radio with
similar radio characteristics such as transmit power, receiver sensi-
tivity thresholds (minimum power required to receive a packet), etc.
Thus, each node has a fixed transmission rangeR. Let duv denote
the distance between nodesu andv. (u, v) is a wireless link if and
only if duv ≤ R, this implies that the nodeu can transmit to node
v.

Consider a nodeu that makes a transmission to nodev on a spe-
cific channeli as shown in Figure 10. If there are, say,n nodes
contending for the medium along with nodeu, we would expect
u node to get roughly1/n share of the capacity of the wireless
medium using standard methods to resolve contention at the link
layer. For example, techniques such as the distributed coordina-
tion function (DCF) of 802.11 can be used. The number of nodes
which contend withu is a crucial factor in determining the long
term throughput of nodeu.

One way of reducing this contention experienced by nodeu is to
partition the set of contending nodes among theN non-overlapping
channels. For ease of exposition, lets assume that the nodes are
distributed randomly within the specified region of interest. Letφ
denote the node density, that is the number of nodes within a unit
area. Letλ(N) denote the expected number of nodes that contend
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Figure 10: The interference region for nodeu transmitting to
nodev.

with nodeu, which is given by calculating the number of nodes
within the region of contention:

λ(N) = R2 φ

N
= λ(N)

We now examine the case where we use theM partially-overlapped
channels. When using partially overlapped channels, a node on
channeli would contend with nodes within a region given byI(i, j)1/2R
on a partially overlapped channelj. Here,I(i, j) is the I-factor
function discussed in Section 3. Using theseM channels and the
notion of I-factor we can compute expected number of nodes that
contend with nodeu asλ(M), given by

λ(M) =
∑

j∈{1...M}

(R(I(i, j))1/2)2
φ

M

We evaluate the values ofλ(N) andλ(M) for the channel struc-
ture present in the 2.4 and 5GHz bands. Here, channels are spaced
5 MHz apart, while each channel has a width of about 20 MHz.
Thus,N non-overlapping channels give usM = 5N − 4 partially
overlapped channels. We evaluate the ratioλ(M)

λ(N)
as

λ(M)

λ(N)
=

N

M

∑
j∈{1...M}

I(i, j) =
1.2N

5N − 4

Now for a reduction in the number of contending nodes using
partially overlapped channels we would expectλ(M) < λ(N),
that is, 1.2N

5N−4
< 1 or N > 4

3.8
, which is trivially true for partially

overlapped channels to exist (asN ≥ 2). For example, in the
2.4GHz band there are 3 non-overlapping channels and thusN =
3. This gives an expected reduction in the link layer contention by
a factor of 3.05.

In Section 5.1, we discuss modifications to an existing channel
assignment scheme in the context of wireless LANs. The main dif-
ference between a wireless LAN and the ad-hoc wireless environ-
ment here is the centralized nature of the links. Clients send wire-
less traffic to designated devices called access points (APs). This
makes the links AP-centric in nature. However, such a centralized
link structure is still a special case for the analytic reasoning pre-
sented here. For environments which exhibit high interference due
to higher node densities, our enhancements to the channel assign-
ment scheme discussed in Section 5.1 bring improvements in appli-
cation level TCP/UDP throughputs by a factor of about 3.0 match-
ing our theoretical result here (5N−4

1.2N
≈ 3.05). This shows that us-

ing the partially overlapped channels as modeled by I-factor, wire-
less nodes can experience less contention at the link level which
translates to better throughput for the higher layers of the network-
ing stack.

5. APPLICATIONS
In this section we discuss how the proposed partially-overlapped

channel model can be employed in improving spectrum utilization
in two different scenarios: (i) WLANs and (ii) multi-hop wireless

Algorithm 1 RandomizedCompaction(X, T, k)

X = set of access points,
T = set of range sets for each client,
k = number of channels
θ : X → {1 . . . k} is the resultant channel assignment

1: X ′ be a random permutation ofX.
2: LetX ′ = {x1, x2, . . . , xi}.
3: Set∀x ∈ X, θ(x) = −1 /* indicates an unassigned AP */
4: while truedo
5: val← OBJ(T, θ)
6: for i = 1 . . . |X| do
7: θ(xi)← CompactionStep(xi, θ, T, k)
8: end for
9: if OBJ(T, θ) = val then

10: stop
11: end if
12: end while

mesh networks. In both cases, we start with an existing channel
assignment algorithm proposed in prior literature — a centralized
greedy-style approach for WLANs [22] and an LP-based formula-
tion for mesh networks. Both of these algorithms use aboolean in-
dicator variableto model presence or absence of interference in the
wireless environment. The goal of these algorithms was to increase
overall utilization of the wireless spectrum using non-overlapping
channels only. Our proposed modifications in both these cases re-
quire change in just the definition of this indicator variable to cap-
ture the notion of interference due to partially overlapped chan-
nels. Subsequently, by allowing assignment of partially overlapped
channels, we show in this section that significant performance gains
are possible.

We make two additional comments prior to discussing our pro-
posed modifications. First, when we compare performance of non-
overlapping channels to that of partially overlapped channels, we
use the same spectral band. In particular the width of the spectral
band is identical in both cases. Second, the choice of a boolean in-
dicator variable to indicate interference is not ours, but were made
by these prior algorithms. We believe a more efficient design of
these algorithms is possible by using a more continuous represen-
tation of interference, e.g., using a real number in the [0,1] range.
However, we intentionally use the same construct as in these prior
pieces of work in the non-overlapping assignment as well as in the
partially-overlapped assignment cases. Further results (not shown
in this section) illustrate that the relative performance of the two
approaches remain the same irrespective of use of boolean or con-
tinuous indicator variables.

5.1 Channel Assignment In Wireless LANs
Wireless LANs have seen significant deployment as the last hop

connectivity solution in various indoor environments. They operate
in the so called ‘infrastructure’ mode (as opposed to ad-hoc) where
a centralized entity called an access point (AP) acts as a link level
gateway for a client’s traffic. A wireless clientassociatesto an
AP within communication range in order to obtain network service
from it. An AP together with its associated clients form a basic ser-
vice set (BSS). All entities belonging to a BSS operate on a single
channel.

The problem of channel assignment in WLANs deals with allo-
cating channels to APs so as to maximize performance by elimi-
nating interference among neighboring BSSs’. Typically, a wire-
less LAN either uses a static channel assignment or the APs use
simple heuristics such as searching for the least congested channel
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Figure 11: A WLAN example.

[23]. While a careful assignment of channels to APs can improve
performance over heuristics, load balancing of clients among avail-
able APs is important for achieving significant gains. Given the
increase in the density of APs in an average neighborhood, careful
assignment of channels and balancing of client load has become an
important problem.

In [22], authors describe a client-driven approach for channel as-
signment, that uses set-theoretic constructs to model interference.
We refer to this algorithm in this paper asRandomized Compaction.
We first give a brief discussion of the concepts presented therein.
Subsequently, we show the advantages of using partial overlap among
channels by making corresponding enhancements to the techniques.
Background: An AP along with itsassociatedclients that form
a BSS operate on a single channel. Two interfering APs (and as-
sociated clients) operating on the same channel can lead to severe
performance penalties. For example, consider the topology shown
in Figure 11 with two clients and three APs. ClientCi is associated
to AP APi, i = 1, 2. Here, clientsC1 andC2 could interfere with
each other if operating on the same channel. Thus, a good channel
assignment strategy would assignAP1 andAP2 to different chan-
nels.

In [22], authors model this problem as aconflict set coloring
formulation. The term conflict refers to the interference suffered by
a client. For ease of exposition, we discuss a simplified version of
this model here, however, our enhancements using partial overlap
were performed over the original formulation. Let(X, C) denote a
wireless LAN, withX as the set of APs, andC as the set of clients.
Each clientc is associated with a range set, sayrc. This is the set
of APs within communication range of the client. For example, for
clientC1 in Figure 11,{AP1} comprises its range set.

Channel assignment is performed in a centralized manner using
the Randomized Compactionalgorithm presented as Algorithm 1
which optimizes a min-max objective function denoted byOBJ .
This objective function captures the total interference experienced
by each client as a min-max value to address issue of fairness among
clients. The total interference or conflict experienced by a client
can be computed ascfc =

∑
(η(x) + 1) whereη(x) is the total

number of clients associated to APx. This sum is taken over all
APsx ∈ rc which operate on the same channel asc. Let ~CF =
{cf1, . . . , cf|C|} denote aconflict vector, which is the total in-
terference or conflict experienced by each client, arranged in non-
increasing order of value. A given channel assignment is said to
be a min-max assignment if its corresponding conflict vector~CF
has the same or lower lexicographical value than any other feasible
channel assignment. That is,
Optimize:OBJ(X, C) = ~CF as the best min-max lexicographi-
cal value.

The randomized compaction algorithm (Algorithm 1) starts with
a random permutation of APs (Step 1). In Step 5 and 9, theOBJ
is computed to evaluate a specific channel assignment. During the
‘compaction’ step (Step 7), the algorithm progressively chooses the
‘best’ channel among all available channels for an AP according to
this objective function. The algorithm invokes the compaction step
for each AP in succession according to the random permutation
performed in Step 1.

The quantitycfc which captures the total interference suffered
by a client, is the primary place which distinguishes a wired net-
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Figure 12: Results for high interference topologies.
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Figure 13: Results for low interference topologies.

work from a wireless one. This function captures the interference
suffered by clients due to the broadcast nature of wireless trans-
missions. However, in its current form, it assumes independence
among channels. Next, we discuss how our model of I-factor for
partial overlap enables this algorithm to make full use of them.
Partial Overlap Based Enhancements:We briefly discuss our
enhancements which incorporate the notion of partially overlapped
channels. All our enhancements are confined to thecfc function,
discussed earlier. This function captures the total interference expe-
rienced by clientc. The randomized compaction algorithm which
uses this objective function requires no modifications.

The basic concept behind the enhancements stems from the ob-
servation that the interference functioncfc assumes independence
among the availablek channels. This is modified to consider inter-
ference from clients/APs on partially overlapped channels accord-
ing to the I-factor model. LetPOV (x, xch, y, ych) be an indicator
boolean function which denotes if the nodesx andy, operating on
channelsxch andych respectively, interfere with each other. This
function can be computed using the I-factor based model discussed
in Section 3. Based on thePOV function, the client interference
cfc can be computed by summing upη(x) + 1 (the interference
from the BSSx) over all APsx that interfere with clientc on any
partially overlapped channel as given by values of thePOV func-
tion. With these changes, the randomized compaction algorithm
now performs channel assignment and balancing of client load us-
ing all available partially overlapped channels.

The POV function can also be computed empirically by per-
forming a scanoperation (defined in the 802.11 standard) of all
channels to determine which nodes interfere (on which channels).
Such a scan operation is already performed periodically by each
client participating in the randomized compaction algorithm [22]
to maintain the freshness of their range and interference sets. Thus,
modifications to a practical implementation of this technique can
be easily performed.
Simulation Results: Here, we perform a quantitative study of us-
ing partially overlapped channels with the randomized compaction



algorithm through packet-level simulations. The simulations were
performed over a modified version of the NS-2 simulator. This
study compares the performance of the randomized compaction al-
gorithm alongside the enhancements discussed earlier.

We performed modifications to the NS-2 simulator to improve
the wireless link behaviors and incorporate realistic channel mod-
els. Our modifications include fixing of the binary interference
model present in NS-2, an implementation of a bit error rate model
and an implementation of partially overlapped channels according
to the I-factor model.

The simulation parameters used closely match the configurations
discussed in [22]. Various topologies were generated by varying the
number of clients over a fixed region of coverage while maintaining
a fixed client:AP ratio. For each topology generated, two types of
simulations were performed; one with TCP flows and the other with
UDP. FTP download applications over large file sizes were used
to create the TCP flows. The UDP flows were generated using a
constant bit rate (CBR) traffic generator with rates high enough to
saturate the medium. The packet size for all traffic was set at 1024
bytes and the bit rate for the medium was set at 11Mbps.

We observed that using 11 partially overlapped channels brought
about improvements in TCP/UDP throughputs by a factor between
1.6 to 3.0 depending on the client densities. If all these eleven chan-
nels had been non-overlapping we would have expected a best-case
improvement of11/3 = 3.67. Thus, we find that 11 partially over-
lapped channels improve the throughputs significantly over using
3 non-overlapped ones in the 2.4 GHz band. We also observe that
with partially overlapped channels, the client throughputs reach to
about 70% of their maximum attainable values as compared to us-
ing 11 non-overlapping ones. This gap of about 30% is attributed
to the partial overlap present among the channels.
Throughput Improvements: We first discuss the throughput re-
sults over 28 randomly generated topologies with 200 clients and
50 APs. Half of these had ’high’ interference (average of 8 APs
in range for each client), while the others had ’low’ interference (4
APs in range). The interference was controlled by setting the trans-
mit power of the clients/APs and the receiver sensitivity thresholds
(which is the minimum signal power required for packet reception).

Figures 12(a) and 13(a) compare the per-client UDP throughput
in a normalizedmanner for high and low interference topologies
respectively. Both plots were normalized by the same maximum
data point for comparison. The X-axis shows the topology number.
Both plots show that partially overlapped channels perform con-
sistently better. For example, in Figure 12(a) for topology number
0, randomized compaction using non-overlapping channels gave a
normalized per-client UDP throughput of 0.3, while using partial
overlap a throughput of 0.82 was achieved which gives an improve-
ment factor of 2.73.

Overall, for the high interference topologies (Figure 12(a)), we
observe an average improvement factor of 2.57. Note that the avail-
ability of 11 non-overlapping channels could havemaximallyim-
proved the throughputs by a factor of 11/3 = 3.67. The sparse
topologies observe an improvement by a factor of 1.58. This shows
that the actual factor of improvement depends on the local density
of interference. Such improvements at the application level met-
rics are brought about by reduced interference or contention at the
link layer. We measure such contention by observing the MAC
level collisions encountered by the TCP/UDP flows. Figures 12(b)
and 13(b) plot the MAC level collisions observed during the same
experiments (normalized by the same constant). These collisions
directly reflect the amount of contention observed by the clients.
As can be observed from Figures 12(b) and 13(b), the number of
collisions reduce in the partial overlap case by an average factor of

2. This reduction shows how partially overlapped channels can re-
duce such contention thereby improving the application perceived
metrics.
Effect of Client Density: Increased client densities mimic the so
calledchaoticnetwork deployments [24] that are beginning to emerge
in the form of hotspots and unmanaged networks. Figures 15 and
14 plot the UDP/TCP throughputs respectively over various topolo-
gies with increasing density of clients/APs. The relative improve-
ment brought about by using partially overlapped channels increases
with density. For example, the factor of improvement using partial
overlap grows from 1.25 for 120 clients (Figure 14) to about 1.9
for 360 clients. Similar improvements can be seen for the UDP
throughputs (Figure 15). This is because the effect of reduced con-
tention on application level metrics is magnified as the topologies
become dense. This observation is also evident from Figure 16
which plots the MAC level collisions observed during the UDP
simulations. This figure shows that the number of collisions in-
crease much faster with density when using only non-overlapped
channels. For example, with 120 clients the number of collisions
using partial overlap were about 30% less than the non-overlapped
case. With 360 clients, the number of collisions using partially
overlapped channels were lessened by a factor of 1.8.

The results of our enhancements to an existing channel manage-
ment approach show the wide applicability of this I-factor model
which captures partial overlap among channels in a quantitative
fashion. These results demonstrate the significant gains that can be
achieved by considering the possibilities that arise from performing
spatial and spectral re-use in a joint manner.

5.1.1 Increasing Capacity of WLANs
TheRandomized Compactionalgorithm of the previous section

addressed the channel assignment problem given a specific deploy-
ment of APs in the environment. In this section we briefly examine
the joint question of deployment strategy and channel assignment
for APs from the viewpoint of increasing total capacity of a WLAN.

We assume that all the APs in a WLAN network (ESS) are con-
nected to a high-speed backbone. Hence capacity achievable for
clients are only limited by the capacity of their wireless environ-
ments. We also assume that clients are located randomly in a square
region. Additionally their location can change over time. Under
such assumptions, the APs need to be laid out in a regular pattern.
In this section we study the capacity of two possible regular pat-
terns for AP distribution in a large region, and comparing the im-
pact of using non-overlapping and partially overlapped channels.

In particular we consider the 2.4 GHz band with 3 non-overlapping
channels (1, 6, and 11) and compare its performance to using 4 par-
tially overlapped channels (1, 4, 7, and 11). Our deployment strat-
egy for this scenario had the following two goals: (i) guarantee that
any point on the physical space is covered by at least one AP, and
(ii) to reduce interference on the topology, the minimum separation
of APs using channelsi andj be governed by their transmission
ranges as given bydij anddij in Equation 5.

We use 3-clique (based on an equilateral triangle) and 4-clique
(a square with additional diagonal edges) as two regular patterns
to cover the physical space (with an AP on each vertex of these
shapes). These two patterns are optimally colorable with 3 and 4
channels.

It turns out that when 4 partially overlapping channels are used
with the 4-clique pattern, the possible separation between neigh-
boring APs can be made smaller than the 3-clique pattern. This
allows us to deploy more APs in the same physical space using 4
partially-overlapping channels than the 3 non-overlapping channel
case. Note that in both cases we do not violate either of the two
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Figure 14: TCP Throughput (normal-
ized) versus density.
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ized) versus density.
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Figure 16: MAC level collisions
(normalized) versus density for UDP
flows.
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Figure 17: Greater spatial re-use with overlapped channels in
WLANs.
goals outlined earlier. This is because partially-overlapped chan-
nels allow better spatial re-use as discussed in Section 3. Conse-
quently it follows that the aggregate throughput achieved by clients
using the 4 partially-overlapped deployment strategy is much higher.

We show this for TCP and UDP based experiments (conducted
using similarns simulations) in Figure 17. In these experiments,
the clients were placed at locations chosen uniformly at random
within a square region with the APs laid out as discussed above.
The number of clients were varied for different experiments from
500 to 1000. Using just four partially overlapped channels the im-
provements in throughputs was about 50 to 80%, as can be ob-
served in the plots. The improvements increase as the number of
partially-overlapped channels were increased from 4 to 11 within
the same spectrum band.

If we used the denser 4-clique pattern and optimally colored
them using 3 non-overlapping channels (so that the number of APs
deployed was the same as used in the 4 partially overlapped channel
scenario), then the aggregate throughput actually falls marginally
below the 3-clique, 3 non-overlapping channel scenario. This is
due to increase in interference between APs and clients in such
a deployment. We also illustrate this performance degradation in
Figure 17.

5.2 Channel Assignment in Mesh Networks
Wireless mesh networks are increasingly becoming popular as an

Internet access technology for enhancing or extending connectivity
to residents and local businesses where wires are a costly solution.
These networks are formed by a collection of access points or mesh
routers which are devices with potentially more than one radio in-
terface. Such multi-hop wireless networks have a few routers des-
ignated as Internet gateways and the goal is to route traffic from
clients (associated to other routers) to the ‘best’ gateway. Thus, a
careful assignment of channels to these potentially interfering set
of mesh routers with the goal of creating low interference paths to
the set of gateways is important to realize the full potential of this
technology. Thus, there has been much recent interest in addressing

the joint problem of channel assignment and routing in the context
of mesh networks [3, 4, 7, 6, 5].

In [6], authors present a mathematical formulation which in-
cludes a set of linear programs (LP) to perform joint channel as-
signment and routing for a mesh network with the objective of
improving client throughput. This problem is divided into three
subproblems, namely that of channel assignment, flow routing and
link flow scheduling. The problem of link flow scheduling deals
with coordinating transmissions among an interfering set of edges
on each channel. Flow routing addresses the problem of maximiz-
ing the per-client throughput carried by the network to the gate-
ways. This also addresses client fairness issues. Channel assign-
ment deals with partitioning the flow assignments obtained by solv-
ing the flow routing problem into specific channels so as to mini-
mize the overall interference.

Here, we discuss our enhancements which lets their mathemati-
cal formulation take advantage of the partially overlapped channels.
Due to space constraints we briefly discuss our enhancements to the
linear program which addresses the problem of scheduling interfer-
ing links. The basic idea behind these changes is the key invariant
that has led to similar enhancements to the other subproblems as
well. First, we briefly discuss the concepts behind the modifications
to the link flow scheduling problem. Later we compare the results
from using our full set of enhancements over an experimental mesh
topology which show an average performance improvement factor
of 1.6.
Link Flow Scheduling: A mesh network is modeled as a directed
graphG over the set of mesh routers as the verticesV . Directed
edges comprising the setE indicate wireless links in the mesh
backbone. The problem of link scheduling refers to how a set of in-
terfering links can be scheduled to transmit such that the frequency
of the transmissions that interfere or collide is reduced. This is
achieved by dividing the time into specific slots. The algorithm
that specifies which edge transmits on which slot is called asched-
ule. The period of a scheduleT is the number of slots after which
the slot assignments repeat.

A scheduleS specifies if an edgee ∈ E is allowed to transmit
on a channeli in a specific slotτ ∈ {1, 2, . . . T} whereT is the
period of the schedule. LetXe,i,τ , e ∈ E, i ∈ F (e), τ ≥ 1 be the
indicator variable whereXe,i,τ is 1 if and only if linke is active in
slotτ on channeli according to the given scheduleS. HereF (e) is
the set of common channels among the end-nodes of the edgee. For
each edgee, letISET (e) denote the set of edges that interfere with
it. This set can be computed by considering the radio characteristics
such as transmit power and a propagation model much like the set
of contending nodes that was computed in Section 4.

A scheduleS is said to be interference free if for any time slot no
two interfering edges (as given byISET ) are allowed to transmit.
Thus, on a given slotτ , if the edgee transmits, none of the other
edgese′ ∈ ISET (e) can be allowed to transmit. This constraint is



necessary for any schedule to be interference free and is stated as
follows:
Necessary Condition for Link Flow Scheduling:For any slotτ (1 ≤
τ ≤ T ) any valid interference free edge communication schedule
S on a channeli must satisfy

Xe,i,τ +
∑

e′∈I(e)

Xe′,i,τ ≤ q (6)

The average flow carried by an edge according to this schedule
S can be computed by summing up this inequality over allτ ∈
{1 . . . T}, that isf(e(i)) =

∑
τ∈{1...T} Xe,i,τ . Here,f(e(i)) is

the total amount of traffic carried by the edgee on channeli.
In Equation 6,q denotes an upper bound on the number of con-

current transmissions among edges that belong toISET (e) given
that edgee is not transmitting in a slotτ , that is,Xe,i,τ = 0. The
value ofq depends on the geometric properties of the interference
region for an edgee. This is because the concurrent transmissions
are among edges which are ‘close’ toe as given byISET (e). Note
that this constraint is replicated for each channel as an artifact of the
assumption of independence among channels.

We modify this constraint to contain all indicator variablesXe′,j,τ

such that edgee′ on channelj would interfere with edgee on chan-
nel i.

Xe,i,τ +
∑

e′∈I(e)

∑
j∈{1...M}

POV (e, e′, i, j) ∗Xe′,j,τ ≤ 1

In the above equation,POV (e, e′, i, j) is an indicator constant
which evaluates to 1 if the edgese on channeli interferes with
the edgee′ on channelj. This can be computed using physical dis-
tance between the nodes belonging to edgese ande′ and taking into
account the reductions due to the I-factor functionI(i, j). This bi-
nary notion of interference is fundamental to linear program based
formulations. Although the I-factor based model provides a more
continuous notion of interference (in terms of the ratio of the re-
ceived signal strengths), nevertheless we modify it for the purposes
of the LP.

Replacingq = 1 in Equations 5.2 and 6, we obtain the sufficient
condition for link scheduling. This is supported by an approxi-
mation algorithm presented in [6] which gives an interference free
schedule. By operating on Equation 5.2, this algorithm will be able
to take advantage of partially overlapped channels to obtain an in-
terference free schedule.

It might appear that our enhancements to the link flow scheduling
constraint could reduce the flow of an edgee by inducing further
terms on the left hand side of the Equation 5.2. This misconcep-
tion is cleared by observing that the number of partially overlapped
channelsM is typically a factor of about 5 times greater than the
number of non-overlapped ones. This gives the linear programs
a greater number of channels which can significantly reduce the
amount of contention suffered by a linke. For example, assuming
the channel structure in the 2.4 and 5 GHz bands, the number of
partially overlapped channels can be computed asM = 5N − 4
whereN is the number of non-overlapping ones. An analytic rea-
soning presented in Section 4 shows that on average the number of
nodes/links contending with a transmitter is reduced by factor of
about 3.

We next present an evaluation of our overall enhancements to the
mathematical modeling presented in [6]. For each vertexv ∈ V ,
let flow(v) denote the amount of flow that was generated on that
node attributing to clients. For each such vertex, the flow routing
problem attempts to route an amount of flow given byγ.flow(v).
The objective function is to maximizeγ. The authors in [6] do this
to provide fairness proportional to their traffic demands from the

network. Table 2 shows that normalized throughput achieved by
using N= 3,4 and 5 non-overlapping channels along with the per-
formance of using correspondingM = 5N−4 partially overlapped
channels, which can be compared to the scenario ofM = 5N − 4
non-overlappingones. This acts as an ‘upper bound’ to the im-
provements given by usingM partially overlapped channels. From
the table we can observe that partially overlapped channels improve
the per-client throughput by an average factor of 1.6. We further
note that asN increases, the gap between the ‘upper bound’ val-
ues and those achieved by using the partially overlapped channels
reduces. It is also important to realize that, both sets of channels
(partially overlapped and the non-overlapped ones) utilized the ex-
act same frequency space. Thus, the performance gains that we
achieve do not come at the cost of any additional spectrum.

6. RELATED WORK
A wide range of research literature has addressed the problem of

channel assignment in wireless networks. However, the very notion
of channels has implied independence among them. Thus, not sur-
prisingly much of the prior work on channel assignment for various
wireless technologies including cellular networks, wireless LANs
and mesh networks has inherently utilized a set of non-overlapping
channels. Below, we summarize such research on channel assign-
ment as applied to various different technologies.
Mesh Networks: Channel assignment in wireless mesh networks
is addressed jointly along with the problem of routing and balanc-
ing of client load. Proper assignment of channels is crucial to
building low interference topologies which are then exploited by
the routing algorithms. Work in [6, 7] addresses this joint prob-
lem by formulating it as a set of linear programming constraints.
In [3, 4], authors build centralized routing and channel assignment
algorithms and evaluate their performance over various topologies.
Wireless LANs: With the significant deployment that wireless LANs
have seen during the recent years, careful utilization of available
channels has become an important problem. In [8], authors model
a wireless LAN as a weighted graph with the set of vertices de-
noting the access points. They present centralized and distributed
algorithms for performing channel assignment via graph coloring.
Work in [10] also presents graph theoretic algorithms and imple-
mentation issues are addressed in [11].
Cellular Networks: Cellular networks are still the most widely
used and commercialized form of the wireless communication tech-
nologies. Due to the commercial value of spectrum in addition to
scarcity, there is a large amount of literature [12, 15, 16, 17, 14, 13]
which has addressed the problem of channel assignment for various
cellular technology standards such as GSM, CDMA, etc.

Another topic of related interest is capacity of wireless networks
which has been primarily analyzed for single-radio [25] and multi-
radio wireless environments [5] specifically using non-overlapping
channels only. Our work in this paper briefly sketches necessary ex-
tensions for partially-overlapped channels and uses the same anal-
ysis approach as done in [26].

7. CONCLUSIONS
Channel assignment and management is an important problem

that arises in almost any wireless environments, e.g., WLANs, multi-
hop networks, and cellular networks. Most prior approaches to
channel assignment have restricted solutions to use only non-overlapping
channels. We illustrate in this paper that such a restriction is inef-
ficient since it leads to poor utilization of the wireless spectrum.
Proper utilization of the spectral resources require use of partially-
overlapped channels. To meet this objective, it is necessary to prop-



Number of N Channels M Channels M Channels
Channels (N, M ) No-overlap Partial Overlap No-overlap

3, 11 0.27 0.42 0.88
4, 16 0.36 0.63 1
5, 21 0.45 0.81 1

Table 2: Aggregate throughput achieved (normalized to best-
case scenario within these set of experiments).
erly model interference effects of partially overlapped channels and
then apply such models in systematic design, or in some cases, en-
hancement of channel assignment algorithms.

In this paper we define appropriate models for partially over-
lapped channels that are applicable for a number of different wire-
less technologies. Subsequently we use this model to enhance two
prior published channel assignment algorithms (one in the context
of WLANs and the other in the context of wireless mesh networks)
and quantify their benefits.

We believe that our work is the first attempt to systematically ex-
ploit partially overlapped channels in wireless environments. Apart
from future directions in defining more sophisticated models, there
seems to be a large scope for re-visiting a large body of prior lit-
erature in channel assignment and management techniques and ex-
amining how each such can be enhanced under the partial overlap
model.

Finally, in this paper we only explored a restricted set of partial
overlap, primarily in the context ofdiscretechannels as defined by
common technologies such as 802.11 and 802.16. An interesting
line of future research can be in exploring how partial overlap can
be exploited in designingcontinuous channels.Such a notion can
possibly be of significant interest in developing algorithmic channel
access mechanisms for software-defined radios.

8. ACKNOWLEDGEMENT
We wish to acknowledge help from Yuan Yuan during the exper-

iments, the constructive feedback on an early version of this work
from Thyagarajan Nandagopal and the guidance from our Shep-
herd, Dina Papagiannaki that brought this paper together into its
final form.

The first author wishes to dedicate this paper to his late father,
Dr. K.L.P. Mishra.

9. REFERENCES
[1] Pradeep Kyasanur and Nitin Vaidya, “Routing and interface

assignment in multi-channel multi-interface wireless
networks,” inIEEE WCNC, 2004.

[2] Jungmin So and Nitin Vaidya, “Routing and channel
assignment in multi-channel multi-hop wireless networks
with single network interface,”Technical Report, University
of Illinois at Urbana Champaign, 2005.

[3] Ashish Raniwala, Kartik Gopalan, and Tzi cker Chiueh,
“Centralized channel assignment and routing algorithms for
multi-channel wireless mesh networks,”MC2R, April 2004.

[4] Ashish Raniwala and Tzi cker Chiueh, “Architecture and
algorithms for an ieee 802.11-based multi-channel wireless
mesh network,” inIEEE Infocom, 2005.

[5] Pradeep Kyasanur and Nitin Vaidya, “Capacity of
multi-channel wireless networks: Impact of number of
channels and interfaces,” inACM MobiCom, 2005.

[6] M. Alicherry, R. Bhatia, and L. Li, “Joint channel assignment
and routing for throughput optimization in multi-radio
wireless mesh networks,” inACM MobiCom, 2005.

[7] M. Kodialam and T. Nandagopal, “Characterizing the
capacity region in multi-radio, multi-channel wireless mesh
networks,” inACM MobiCom, 2005.

[8] A. Mishra, S. Banerjee, and W. Arbaugh, “Weighted coloring
based channel assignment for wlans,”MC2R, 2005.

[9] Youngseok Lee, Kyoungae Kim, and Yanghee Choi,
“Optimization of ap placement and channel assignment in
wireless lans,” inIEEE LCN, 2002.

[10] Eduard Garcia Villegas, Rafael Vidal Ferr, and
Josep Paradells Aspas, “New algorithm for distributed
frequency assignments in ieee 802.11,” inEuropean
Wireless, 2005.

[11] Eduard Garcia Villegas, Rafael Vidal Ferr, and
Josep Paradells Aspas, “Implementation of a distributed
dynamic channel assignment mechanism for ieee 802.11
networks,” inProceedings of IEEE PIMRC, 2005.

[12] I. Katzela and M. Naghsineh, “Channel assignment schemes
for cellular mobile telecommunication systems: A
comprehensive survey,”IEEE Personal Communications,
June 1996.

[13] K. Naik, D.S.L. Wei, and S. Olariu, “Channel assignment in
cellular networks with synchronous base stations,” in
Proceedings of the 2nd ACM PE-WASUN, 2005.

[14] A. Baiocchi, N. P. Magnani, V. Palestini, and F. Sestini,
“Application of dynamic channel allocation strategies to the
gsm cellular network,”IEEE JSAC, vol. 15, Oct. 1997.

[15] B. Krishnamachari, S. Wicker, R. Bejar, and C. Fernandez,
“On the complexity of distributed self-configuration in
wireless networks,”Journal of Telecommunication Systems,
2003.

[16] F. Mazzini, G. Mateus, and J.M. Smith, “Lagrangean based
methods for solving large-scale cellular network design
problems,”Journal of Wireless Networks, 2003.

[17] W. K. Lai and G. G. Coghill, “Channel assignment through
evolutionary optimization,”IEEE Trans. on Vehicular
Technology, vol. 45, no. 1, Feb. 1996.

[18] A. Mishra, E. Rozner, S. Banerjee, and W. Arbaugh,
“Exploiting partially overlapping channels in wireless
networks: Turning a peril into an advantage,” in
ACM/USENIX Internet Measurement Conference, 2005.

[19] T.S. Rappaport,Wireless Communications: Principle and
Practice, Second Edition, Prentice Hall, 2002.

[20] Kaixin Xu, Mario Gerla, and Sang Bae, “How effective is
ieee 802.11 rts/cts handshake in ad hoc networks?,” inIEEE
GLOBECOM, November 2002.

[21] “Enterasys roamabout wireless high-rate pc card,”
http://www.enterasys.com .

[22] A. Mishra, V. Brik, S. Banerjee, A. Srinivasan, and
W. Arbaugh, “A client-driven approach for channel
management in wireless lans,” inIEEE Infocom, 2006.

[23] Jim Geier, “Assigning 802.11b access point channels,”Wi-Fi
Planet, 2004.

[24] Aditya Akella, Glenn Judd, Srinivasan Seshan, and Peter
Steenkiste, “Self management in chaotic wireless
deployments,” inACM MobiCom, 2005.

[25] P. Gupta and P.R. Kumar, “The capacity of wireless
networks,”IEEE Transactions on Information Theory, vol.
46, no. 2, 2000.

[26] V.S. Anil Kumar, Madhav V. Marathe, S. Parthasarathy, and
A. Srinivasan, “Algorithmic aspects of capacity in wireless
networks,” inACM Sigmetrics, 2005.


