HOMEWORK 4

>>NAME HERE< <
>>ID HERE<<

Instructions: Although this is a programming homework, you only need to hand in a pdf answer file. There
is no need to submit the latex source or any code. You can choose any programming language, as long as you
implement the algorithm from scratch.

Use this latex file as a template to develop your homework. Submit your homework on time as a single pdf file to
Canvas. Please check Piazza for updates about the homework.

1 Best Prediction Under 0-1 Loss (14 pts)

Suppose the world generates a single observation 2 ~ multinomial(#), where the parameter vector § = (61, ..., 60)
with 6; > 0 and Zle 0; = 1. Note z € {1,...,k}. You know 6 and want to predict z. Call your prediction &.

What is your expected 0-1 loss:
E1[Z # x]

using the following two prediction strategies respectively? Prove your answer.

Strategy 1: & € arg max,, 0, the outcome with the highest probability.

Strategy 2: You mimic the world by generating a prediction & ~ multinomial(6). (Hint: your randomness and the
world’s randomness are independent)

2 Best Prediction Under Different Misclassification Losses (12 pts)

loss you incur, if z = ¢ but you predict & = j, for4,j € {1,...,k}. ¢;; = 0 for all 4. This is a way to generalize
different costs on false positives vs false negatives from binary classification to multi-class classification. You
want to minimize your expected loss:

Like in the previous question, the world generates a single observation 2 ~ multinomial(6). Let ¢;; > 0 denote the

ECME.

Derive your optimal prediction Z.

3 Language Identification with Naive Bayes (8 pts each)

Implement a character-based Naive Bayes classifier that classifies a document as English, Spanish, or Japanese -
all written with the 26 lower case characters and space.

The dataset is languagelD.tgz, unpack it. This dataset consists of 60 documents in English, Spanish and Japanese.
The correct class label is the first character of the filename: y € {e, j, s}.

We will be using a character-based multinomial Naive Bayes model. You need to view each document as a bag of
characters, including space. We have made sure that there are only 27 different types of printable characters (a to
7, and space) — there may be additional control characters such as new-line, please ignore those. Your vocabulary
will be these 27 character types. (Note: not word types!)

1. Use files 0.txt to 9.txt in each language as the training data. Estimate the prior probabilities p(y = e),
p(y = j), p(y = s) using add-1 smoothing. Give the formula for add-1 smoothing in this case. Print
the prior probabilities. (Hint: Store all probabilities here and below in log() internally to avoid underflow.
This also means you need to do arithmetic in log-space. But answer questions with probability, not log
probability.)

2. Using the same training data, estimate the class conditional probability (multinomial parameter) for English

Oic :=p(ci |y =e)
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where ¢; is the i-th character. Thatis, ¢; = a, ..., cog = 2, co7 = space. Again use add-1 smoothing. Give
the formula for add-1 smoothing in this case. Print 6, which is a vector with 27 elements.

Print 6;, 0.

Treat el10.txt as a test document x. Represent x as a bag-of-words count vector (Hint: the vocabulary has
size 27). Print the bag-of-words vector x.

Compute p(x | y) for y = e, j, s under the multinomial model assumption, respectively. Use the formula

d
Pl [y) =65,

i=1
where = (z1,...,24). Show the three values: p(z | y = e),p(z | y = j),p(z | y = s). Hint: you may
notice that we omitted the multinomial coefficient. This is ok for classification because it is a constant w.r.t.
.
Use Bayes rule and your estimated prior and likelihood, compute the posterior p(y | ). Show the three
values: p(y = e | x),p(y = j | z),p(y = s | «). Show the predicted class label of x.

. Evaluate the performance of your classifier on the test set (files 10.txt to 19.txt in three languages). Present

the performance using a confusion matrix. A confusion matrix summarizes the types of errors your classifier
makes, as shown in the table below. The columns are the true language a document is in, and the rows are
the classified outcome of that document. The cells are the number of test documents in that situation. For
example, the cell with row = English and column = Spanish contains the number of test documents that are
really Spanish, but misclassified as English by your classifier.

| English  Spanish Japanese
English
Spanish
Japanese

. Take a test document. Arbitrarily shuffle the order of its characters so that the words (and spaces) are scram-

bled beyond human recognition. How does this shuffling affect your Naive Bayes classifier’s prediction on
this document? Explain the key mathematical step in the Naive Bayes model that justifies your answer.

4 Weka (10 pts)

Perform multinomial Naive Bayes classification. Suggested key steps:

We want you to experience Weka’s TextDirectoryLoader. For this, you need to prepare our documents such
that each character becomes a word. The easiest way is to insert a space between characters, but turn original
space into the word “space”. For example, the document “is the sun dying” should be turned into “i s space
th e space sunspacedying’. Then, create 3 subdirectories e, j, s and place each of the 20 documents in
that language into the corresponding subdirectory.

Find out how to ask Weka to use TextDirectoryLoader to load those 60 documents and use the subdirectory
name as the class name. This happens in the Preprocess tab in Weka Explorer.

Apply Filter: filters/unsupervised/Attribute/StringtoWordVec. Click to see options, set outputWordCounts
to True (otherwise Weka uses binary absence/presence features, which is less interesting for our purpose).
You should see @ @class@ @ and 27 features.

Choose Edit... A big document by feature table will show up, where you should see word counts roughly in
the range 1-100. Right click on @ @class@ @, select “Attribute as class”. You may save it as an arff file.
The tri-color histogram for different features is interesting.

From the Classify tab, choose Classifier / bayes / NaiveBayesMultinomial

Let Weka perform 10-fold cross validation. Report the resulting confusion matrix.
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