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The Bisection method

Newton’s method is a popular technique for the solution of nonlinear equations,
but alternative methods exist which may be preferable in certain situations.
The Bisection method is yet another technique for finding a solution to the
nonlinear equation f(z) = 0, which can be used provided that the function f is
continuous. The motivation for this technique is drawn from Bolzano’s theorem
for continuous functions:

Theorem (Bolzano): If the function f(z) is continuous in [a, b] and
f(a)f(b) < 0 (i.e., the function has values with different signs at a
and b), then a value ¢ € (a,b) exists such that f(c) =0.
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The bisection algorithm attempts to locate the value ¢ where the graph of
f crosses over zero, by checking whether it belongs to either of the two sub-
intervals [a, T, ], [Zm,b], where z,, is the midpoint
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The algorithm proceeds as follows:
o If f(x,,) =0, we have our solution (z,,) and the algorithm terminates.

e In the much more likely case that f(x,,) # 0, we observe that f(x,,) must
have the opposite sign than one of f(a) or f(b) (since they have opposite
signs themselves). Thus,

— Either f(a)f(zm) <0, or
= fl@m)f(b) <O.

We pick whichever of these two intervals satisfies the condition, and con-
tinue the bisection process with it.

Algorithm 1 Bisection search on [a, ]
1: procedure BISECTIONSEARCH(f, a,b)
2 ag < a, by < b, Iy + [a,b) > I, denote intervals
3 for k=0,1,2,...,N do
4: Ty (ak—|—bk)/2
5: if f(x,,) =0 then
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Z., is the desired solution, return.
else if f(ar)f(xm) <0 then

Iit1 = [apy1, brya] < [ag, 2]
else if f(z,,)f(bx) <0 then

10: Ik+1 = [ak+1,bk+1] “— [xm,bk]

11: end if

12: end for

13: return the approximate solution Zapprox = (an + bn)/2

14: end procedure

Convergence: Let us conventionally define the “approximation” at xj after
the k-th iteration as the midpoint
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of It. Since the actual solution f(c) = 0 satisfies ¢ € Iy, we have
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where |Ij;| symbolizes the length of the interval I. Since the length of the
current search interval gets divided in half in each iteration, we have
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We interpret this behavior as linear convergence; although we cannot strictly
guarantee that |ex11]| < Lleg| (L < 1) at each iteration, this definition can also
be iterated to yield

lex| < L*|eol

which is qualitatively equivalent to the expression for bisection. Since the order
of convergence is linear, we expect to gain a fixed number (or fixed fraction) of
significant digits at each iteration; since 0.5'° ~ 0.001 we can actually say that
the bisection method yields about 3 additional correct significant digits after
every 10 iterations.

The bisection procedure is very robust, by virtue of Bolzano’s theorem, and
despite having only linear convergence can be used to find an approximation
within any desired error tolerance. It is often used to localize a good initial
guess which can then be rapidly improved with a fixed point iteration method
such as Newton’s method. Note that bisection search is not a fized point iteration
itself!

The Secant Method

The secant method is yet another iterative technique for solving nonlinear equa-
tions; it closely mimics Newton’s method, but relaxes the requirement that an
analytic expression for the derivative f’(x) must be provided. It operates as
follows:

e We bootstrap the iteration not only with one initial guess (zg), but also
with a second improved approximation x;.

e At the k-th step of the iteration, we first approximate
f/(xk:) ~ f(xk) - f(xk—l)

Tk — Tp—1
Remember that since
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as the iterates xp_1, zx get closer to one another (while they both approach
the solution) this approximation becomes more and more accurate.

We then replace this particular approximation for f’(x) in Newton’s
method xgy1 = xp — f(xg)/f'(z) to obtain:
f(zy)
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Geometrically, Newton’s method approximates f(z) at each step by the tangent
line to the graph of f(z), while the method we just described approximates f
by the secant line as illustrated below:

tangent line
secant line
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We can show that, once we are “close enough” to the solution, the error ey
for the secant method satisfies
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lent1| < clex]?,  where d = L5 ~

Thus, the secant method provides superlinear convergence. In practice, it may
need a few more iterations (about 50% more?) than Newton’s method, but we
need to weigh in the fact that each iteration is likely cheaper, since no derivatives
of f need to be evaluated.



