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ABSTRACT

The limitations of BGP routing in the Internet are often béahfor
poor end-to-end performance and prolonged connectivigrriap-
tions. Recent work advocates using overlays to effectibgpass
BGP’s path selection in order to improve performance andt fau
tolerance. In this paper, we explore the possibility th&tlligent
control of BGP routes, coupled with ISP multihoming, canvitie
competitive end-to-end performance and reliability. gsaxten-
sive measurements of paths between nodes in a large coistit d
bution network, we compare the relative benefits of overtaing
and multihoming route control in terms of round-trip latgn€CP
connection throughput, and path availability. We obsehat the
performance achieved by route control together with maitiing
to three ISPs (3-multihoming), is within 5-15% of overlayuto
ing employed in conjunction 3-multihoming, in terms of betind-
to-end RTT and throughput. We also show that while multihom-
ing cannot offer the nearly perfect resilience of overlayssan
eliminate almost all failures experienced by a singly-hdreed-
network. Our results demonstrate that, by leveraging tipalié
ity of multihoming route control, it is not necessary to cincvent
BGP routing to extract good wide-area performance and atvi&il
ity from the existing routing system.
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1. INTRODUCTION

The limitations of conventional Internet routing based be t
Border Gateway Protocol (BGP) are often held responsibiléafb
ures and poor performance of end-to-end transfers. A nuwiber
studies have shown that the underlying connectivity of tiierhet
is capable of providing much greater performance and eesié
than end-points currently receive. Such studies, exeraglifiy
Detour [25, 26] and RON [6], demonstrate that usivgrlay rout-
ing to bypass BGP's policy-driven routing enables quicker tieac
to failures and improved end-to-end performance. In thisepa
we question whether overlay routingrequiredto make the most
of the underlying connectivity, or whether better selattid BGP
routes at an end-point is sufficient.

There are two key factors contributing to the differences/ben
overlay routing and BGP-based routing that have not beafudbr
evaluated in past work: the number of routing choices aklto
each system and the policies used to select among thess.route

Route Availability. By allowing sources to specify a set of inter-
mediate hops, overlay routing allows end-points nearlytranty
control over the wide-area path that packets take. On theroth
hand, BGP only allows a network to announce routes that it ac-
tually uses. Thus, to reach a given destination, an end-pais
access to only a single path from each Internet Service &ovi
(ISP) to which it is attached [30]. As a result, an end-psiability

to control routing is tightly linked to the number of ISP cetions

it has.

Past studies showing the relative benefits of overlay rgutiaw
conclusions based on the highly restrictive case wherehsgeom
just a single ISP are available [6, 25]. In contrast, in thaper,
we carefully consider the degree of ISP multihoming at thé-en
point, and whether it provides sufficient (BGP) route cheiter
the end-point to obtain the same performance as when employi
an overlay network.

Route Selection.In addition to having a greater selection of routes
to choose from than BGP, overlay routing systems use muck mor
sophisticated policies in choosing the route for any paldictrans-

fer. Overlays choose routes that optimize end-to-end peadoce
metrics, such as latency. On the other hand, BGP employs much
simpler heuristics to select routes, such as minimizing &¢dount

or cost. However, this route selection policy is not intitn
BGP-based routing — given an adequate selection of BGPsoute
end-points can choose the one that results in the best perfae,
availability, or cost. Several commercial vendors alreadgble
such route control or selection (e.g., [19, 21, 24]).

In this paper, we compare overlays with end-point based mech
anisms that use this form of “intelligent” route control bEtBGP
paths provided by their ISPs. Hereafter, we refer to this akim
homing route control or simply, route control. Notice thag do



not assume any changes or improvements to the underlying BGPbeen shown to be on order of tens of minutes in some cases [6].

protocol. Multihoming route control simply allows a mulbimed
end-network to intelligently schedule its transfers oveitiple ISP
links in order to optimize performance, availability, costa com-
bination of these metrics.

Our goal is to answer the questiddow much benefit does over-
lay routing provide over BGP, when multihoming and route-con
trol are considered?If the benefit is small, then BGP path selec-
tion is not as inferior as it is held to be, and good end-tojead
formance and reliability are achievable even when opeyatom-
pletely within standard Internet routing. On the other hahalver-
lays yield significantly better performance and reliapitiharacter-
istics, we have further confirmation of the claim that BGPus-f
damentally limited. Then, it is crucial to develop altemaipass
architectures such as overlay routing.

Using extensive active downloads and traceroutes betw8en 6
servers belonging to a large content distribution netw@bKl),
we compare multihoming route control and overlay routinggims
of three key metrics: round-trip delay, throughput, andilatsd-
ity. Our results suggest that when route control is empla@jedg
with multihoming, it can offer performance similar to ovay$ in
terms of round-trip delay and throughput. On average, thado

RON nodes regularly monitor the quality and availabilitypafths

to each other, and use this information to dynamically sedéec
rect or indirect end-to-end paths. RON mechanisms are shown
significantly improve the availability and performance oideto-
end paths between the overlay nodes. The premise of the Detou
and RON studies is that BGP-based route selection is fundlame
tally limited in its ability to improve performance and reageickly

to path failures. Both Detour and RON compare the performanc
and resilience of overlay paths against default paths \dangle
provider. Overlays offer a greater choice of end-to-endesuas
well as greater flexibility in controlling the route selexti In con-
trast, we explore the effectiveness of empowering BGP thamgte
selection with intelligent route control at multihomed emetworks

in improving end-to-end availability and performance tigka to
overlay routing.

Also, several past studies have focused on “performaneeedw
routing, albeit not from an end-to-end perspective. Prajsdsave
been made for load sensitive routing within ISPs (see [2¥]ek-
ample) and, intra- and inter-domain traffic engineering p3) 15].
However, the focus of these studies is on balancing thezatitin
on ISP links and not necessarily on end-to-end performavioee

trip times achieved by the best BGP paths (selected by ar idea directly related to our work is a recent study on the potémtia
route control mechanism using 3 ISPs) are within 5-15% of the multihoming route control to improve end-to-end performaand

best overlay paths (selected by an ideal overlay routingraeh
also multihomed to 3 ISPs). Similarly, the throughput ontibst

resilience, relative to using paths through a single ISPE8jally,
a number of vendors have recently developed intelligentimgu

overlay paths is only 1-10% better than the best BGP paths. We appliances that monitor availability and performance awerti-

also show that the marginal difference in the RTT perforneazan
be attributed mainly to overlay routing’s ability to selesttorter
paths, and that this difference can be reduced further i§ ligPR
plement cooperative peering policies. In comparing theterehd
path availability provided by either approach, we show thaiti-
homing route control, like overlay routing, is able to sfgrantly
improve the availability of end-to-end paths.

This paper is structured as follows. In Section 2, we describ
past work that demonstrates limitations in the currentingusys-
tem, including work on overlay routing and ISP multihomiiggc-
tion 3 provides an overview of our approach. Section 4 gives d
tails of our measurement testbed. In Section 5, we analyRTT
and throughput performance differences between routeaand
overlay routing and consider some possible reasons foritfes-d
ences. In Section 6, we contrast the end-to-end availabifiered
by the two schemes. Section 7 discusses the implicationsirof o
results and presents some limitations of our approachlliszc-
tion 8 summarizes the contributions of the paper.

2. RELATED WORK

Past studies have identified and analyzed several shorigsmi
in the design and operation of BGP, including route convecge
behavior [16, 17] and “inflation” of end-to-end paths due G
policies [28, 32]. Particularly relevant to our study aregwsals
for overlay systems to bypass BGP routing to improve peréorce
and fault tolerance, such as Detour [25] and RON [6].

In the Detour work, Savage et al. [25] study the inefficieacie
of wide-area routing on end-to-end performance in termswohd-
trip time, loss rate, and throughput. Using observatioasvdrfrom
active measurements between public traceroute servesntiusy
compare the performance on default Internet (BGP) paths tivét
potential performance from using alternate paths. Thiskwsbows
that for a large fraction of default paths measured, thezeakier-
nate indirect paths offering much better performance.

Anderseret al. propose Resilient Overlay Networks (RONSs) to
address the problems with BGP’s fault recovery times, whive

ple ISP links, and automatically switch traffic to the besivider.
These products facilitate very fine-grained selection aFenend
multihoming routes (e.g., [8, 19, 21, 24]).

3. COMPARING BGP PATHS WITH OVER-
LAY ROUTING

Our objective is to understand whether the modest flexyhilft
multihoming, coupled with route control, is able to offedeto-end
performance and resilience similar to overlay routing. fideo to
answer this question, we evaluate an idealized form of hmiting
route control where the end-network has instantaneous lkadge
about the performance and availability of routes via eadtsdEPs
for any transfer. We also assume that the end-network cactswi
between candidate paths to any destination as often asde§ir
nally, we assume that the end-network can easily controlSke
link traversed by packets destined for its network (reféne as
“inbound control”).

In a real implementation of multihoming route control, hoee
there are practical limitations on the ability of an endwwak to
track ISP performance, on the rate at which it can switchgyathd
on the extent of control over incoming packets. Howevereméc
work [4] shows that simple active and passive measurenmesteh
schemes can be employed to obtain near-optimal availghalitd
RTT performance that is within 5-10% of the optimal, in preat
multihomed environments. Also, simple NAT-based techegjcan
be employed to achieve inbound route control [4].

To ensure a fair comparison, we study a similarly agile fofm o
overlay routing where the end-point has timely and accuabevl-
edge of the best performing, or most available, end-to-eeday
paths. Frequent active probing of each overlay link, makpss-
sible to select and switch to the best overlay path at almogt a
instant when the size of the overlay network is smaQ nodes).

We compare overlay routing and route control with respect to
the degree of flexibility available at the end-network. Imeel,

tSuch frequent probing is infeasible for larger overlays [6]



this flexibility is represented by, the number of ISPs available to
either technique at the end-network. In the case of routéraon
we considerk-multihoming where we evaluate the performance
and reliability of end-to-end candidate paths induced byrali-
nation ofk ISPs. For overlay routing, we introduce the notion of
k-overlays wherek is the number of providers available to an end-
point for any end-to-end overlay path. In other words, thisiiply
overlay routing in the presence bfiISP connections.

When comparing:-multihoming withk-overlays, we report re-
sults based on the combination bfiSPs that gives theest per-
formance(RTT or throughput) across all destinations. In prac-
tice an end-network cannot purchase connectivity fromvalilable
providers, or easily know which combination of ISPs will pice
the best performance. Rather, our results demonstrate hai m
flexibility is necessary, in terms of the number of ISP cotioss,
and the maximum benefit afforded by this flexibility.
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Figure 1: Routing configurations: Figures (a) and (b) show 1-
multihoming and 3-multihoming, respectively. Correspondng
overlay configurations are shown in (c) and (d), respectivgl

Figure 1 illustrates some possible route control and oyerten-
figurations. For example, (a) shows the case of conventiBGa
routing with a single default provider (i.e., 1-multihorgin Fig-
ure 1(b) depicts end-point route control with three ISPs. (i3-
multihoming). Overlay routing with a single first-hop prder (i.e.,
1-overlay) is shown in Figure 1(c), and Figure 1(d) showsciee
of additional first-hop flexibility in a 3-overlay routing nfigura-
tion.

We seek to answer the following key questions:

1. On what fraction of end-to-end paths does overlay routing

outperform multihoming route control in terms of RTT and

throughput? In these cases, what is the extent of the perfor

mance difference?

example, must overlay paths violate inter-domain routiolg p
cies to achieve good end-to-end performance?

3. Does route control, when supplied with sufficient flextpil
in the number of ISPs, achieve path availability rates that a
comparable with overlay routing?

4. MEASUREMENT TESTBED

Addressing the questions posed in Section 3 from the petfrgpec
of an end-network requires an infrastructure which prowigecess
to a number of BGP path choices via multihomed connectigity
the ability to select among those paths at a fine granulakite
also require an overlay network with a reasonably wide depént
to provide a good choice of arbitrary wide-area end-to-eatth$p
which could potentially bypass BGP policies.

We address both requirements with a single measuremeipetest
consisting of nodes belonging to the server infrastrucafréne
Akamai CDN. Following a similar methodology to that desedb
in [3], we emulate a multihoming scenario by selecting a fedas
in a metropolitan area, each singly-homed to a different 5@
use them collectively as a stand-in for a multihomed netwBida-
tive to previous overlay routing studies [25, 6], our testislarger
with 68 nodes. Also, since the nodes are all connected to com-
mercial ISPs, they avoid paths that traverse Internet2¢chvimay
introduce unwanted bias due their higher bandwidth andr ke
lihood of queuing, compared to typical Internet paths. Oeam
surements are confined to nodes located in the U.S., thougtowe
sample paths traversing ISPs at all levels of the Interrexaihy
from vantage points in many major U.S. metropolitan areas.

The 68 nodes in our testbed span 17 U.S. cities, averaging abo
four nodes per city, connected to commercial ISPs of variizes.
The nodes are chosen to avoid multiple servers attached sathe
provider in a given city. The list of cities and the tiers oé tbor-
responding ISPs are shown in Figure 2(a). The tiers of the ISP
are derived from the work in [31]. The geographic distribatif
the testbed nodes is illustrated in Figure 2(b). We emulatki-m
homed networks in 9 of the 17 metropolitan areas where there a
at least 3 providers — Atlanta, Bay Area, Boston, ChicagdlaBa
Los Angeles, New York, Seattle and Washington D.C.
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(a) Testbed ISPs

(b) Node locations

Figure 2: Testbed details: The cities and distribution of I
tiers in our measurement testbed are listed in (a). The geo-
graphic location is shown in (b). The area of each dot is pro-

2. What are the reasons for the performance differences? Forportional to the number of nodes in the region.



5. LATENCY AND THROUGHPUT node-pairs. We then use Floyd's algorithm to compute thetesib
PERFORMANCE paths between all node-pairs. We estimate the RTT perfarenan
from usingk-multihoming to a given destination by computing the
minimum of the RTT estimates along the direct paths fromithe
ISPs in a city to the destination node (i.e., the RTT measentsn
between the Akamai CDN nodes representing tH&Ps and the
destination node). To estimate the performancé-oferlay rout-
ing, we compute the shortest paths from kESPs to the destina-
tion node and choose the minimum of the RTTs of these paths.

Note that we do not prune the direct overlay edge in the graph
before performing the shortest path computation. As a tethd
shortest overlay path between two nodes could diesgt path (i.e.,
chosen by BGP). Hence our comparison is not limited to direct
versus indirect paths, but is rather between directavedlaypaths.

In contrast, the comparison in [25] is between the diredh geid
thebest indirect path

For throughput, we similarly construct a weighted, dird@eaph
between all overlay nodes every 30 minutes (i.e., our 1 MB ob-
qf the underlying reasons for the performance differenGex{ j(;efctth(;o:\{v I?/Ilgi(rjaggfqeligrz\fv)g.er-erTr?rgSggjt?p\:Jvte ilgttjmagﬁtg:jeatg r(;:gt:lp
tions 5.7 and 5.8). in Section 5.1). We compute the throughput performancé-of
5.1 Data Collection multihoming and:-overlay routing similar to the RTT performance
computation above. Notice, however, that computing thelaye
throughput performance is non-trivial and is complicatedtte
problem of estimating the end-to-end throughput for a 1 MBPTC
transfer on indirect overlay paths.

Our approach here is to use round-trip time and throughpat me
surements on individual overlay hops to first compute theetnd
lying loss rates. Since it is likely that the paths we measioe
not observe any loss, thus causing the transfers to likehaiein
their slow-start phases, we use the small connection latenciel
developed in [7]. The typical MSS in our 1MB transfers is 1460
bytes. Also, the initial congestion window size is 2 segraetd
there is no initial 200ms delayed ACK timeout on the first &fen
In the throughput data set, we measure a mean loss rate of 1.2%
and median, 90th, 95th and 99th percentile loss rates o#®00
0.5%, 1% and 40% across all paths measured, respectively.

We can then use the sum of round-trip times and a combination
of loss rates on the individual hops as the end-to-end rdéxpd-
time and loss rate estimates, respectively, and employ thdem
in [7] to compute the end-to-end overlay throughput for tHdB.
transfers. To combine loss rates on individual links, wéofelthe
same approach as that described in [25]. We consider twakp®ss
combination functions. The first, callegbtimistic uses the maxi-
mum observed loss on any individual overlay hop along anlayer
path as an estimate of the end-to-end overlay loss rate. aBhis
sumes that the TCP sender is primarily responsible for tservied
losses. In th@essimisticombination, we compute the end-to-end
loss rate as the sum of individual overlay hop loss ratesinaisg
the losses on each link to be due to independent backgroafid tr
fic in the network. Due to the complexity of computing arbitrary
length throughput-maximizing overlay paths, we only cdasiin-
direct paths comprised of at most two overlay hops in ourugihe
put comparison.

We now present our results on the relative latency and tliroug
put performance benefits of multihoming route control coragda
with overlay routing. We first describe our data collectioathod-
ology (Section 5.1) and evaluation metrics (Section 5.2henT,
we present the key results in the following order. First weneo
pare 1-multihoming against 1-overlays along the same bisethe
analysis in [25] (Section 5.3). Next, we compare the benefits-
ing k-multihoming andk-overlay routing, relative to using default
paths through a single provider (Section 5.4). Then, we @gp
k-multihoming against 1-overlay routing, fér> 1 (Section 5.5).
Here, we wish to quantify the benefit to end-systems of greate
flexibility in the choice of BGP routes via multihoming, rélee to
the power of 1-overlays. Next, we contrastnultihoming against
k-overlay routing to understand the additional benefits egiby
allowing end-systems almost arbitrary control on endftd4eaths,
relative to multihoming (Section 5.6). Finally, we examis@me

Our comparison of overlays and multihoming is based on ebser
vations drawn from two data sets collected on our testbed.fif$t
data set consists of active HTTP downloads of small objeldds (
KB) to measure théurnaround timedetween the pairs of nodes.
The turnaround time is the time between the transfer of tteblgte
of the HTTP request and the receipt of the first byte of thearse,
and provides an estimate of the round-trip time. Hereaifterwill
use the terms turnaround time and round-trip time intergbahly.
Every 6 minutes, turnaround time samples are collected dew
all node-pairs (including those within the same city).

The second data set contains “throughput” measurements fro
active downloads of 1 MB objects between the same set of node-
pairs. These downloads occur every 30 minutes between @di-no
pairs. Here, throughput is simply the size of the transfelg)
divided by the time between the receipt of the first and laseédy
of the response data from the server (source). As we disouss i
Section 5.2, this may not reflect the steady-state TCP timmutg
along the path.

Since our testbed nodes are part of a production infrastreict
we limit the frequencies at which all-pairs measuremengscat-
lected as described above. To ensure that all active prateszén
pairs of nodes observe similar network conditions, we scleed
them to occur within a 30 second interval for the round-tiipet
data set, and within a 2 minute interval for the throughptia det.

For the latter, we also ensure that an individual node isluagbin

at most one transfer at any time so that our probes do notmnte
for bandwidth at the source or destination network. Thesfiens
may interfere elsewhere in the Internet, however. Also;esiour
testbed nodes are all located in the U.S., the routes we paioe
consequently, our observations, are U.S.-centric.

The round-trip time data set was collected from Thursday, De
cember 4th, 2003 through Wednesday, December 10th, 20G8. Th

throughput measurements were collected between Thurlstiay, 53 1-Mu|tihoming versus 1-Overlays

6th, 2004 and Tuesday, May 11th, 2004 (both days inclusive). First, we compare the performance of overlay routing agaies

5.2 Performance Metrics fault routes via a single ISP (i.e., 1-overlay against 1tihaiming),

We compare overlay routing and multihoming according to two along the same lines as [25]. Note that, in the case of 1ayerl .
metrics derived from the data above: round-trip time (RTaja e overlay path from a source node may traverse throughrany i

throughput. In the RTT data set, for each 6 minute measuremen 2The end-to-end loss rate over two overlay links with indejsen
interval, we build a weighted graph over all the 68 nodes wliee loss rates op; andpz is1 — (1 —p1)(1 — p2) = p1 + p2 — P1Pa.

edge weights are the RTTs measured between the corresgondin p1p- is negligible in our measurements, so we ignore it.




i ; ; : : City Pessimistic estimate Optimistic estimate
termediate node, including nodes located in the same cithas Thioughput metrik Fraction of | Throughput metrf Fraction of
source. rindirect pathg rindirect pathg

Atlanta 1.14 17% 1.17 21%
City 1-multihoming/ ” Bay Area 1.06 11% 1.10 22%
‘ ‘ 1-overlay g ! T T Al Boston 1.19 22% 1.24 26%
Allanta 1.35 5 esl Bay Area ——x Chicago 112 13% 115 18%
Bay Area 1.20 ‘-g- ’ Chicago Dallas 1.16 18% 1.18 22%
Boston 1.28 2 o6l Los Amplag 6. Los Angele 1.18 15% 1.21 17%
Chicago 1.09 g New vork - New York 1.20 14% 1.25 26%
Dallas 1.32 r_is‘ 04 Washington D C — Seattle 1.18 28% 1.25 35%
Los Angeles 1.02 g Wash D.C. 1.09 13% 1.13 18%
New York 1.29 S 02 1 [ Average | 1.15 [ 7% 1.19 [ 23% ]
Seattle 1.71 2 )
Wash D.C. 1.30 g o -
1 2 3 4 5 6 7
[ Average | 133 | Number of overiay hops Table 1: Throughput performance: This table shows the 1 MB

(a) 1-multihoming RTT
relative to 1-overlays

(b) 1-overlay path length

Figure 3: Round-trip time performance: Average RTT perfor-

mance of 1-multihoming relative to 1-overlay routing is taku-
lated in (a) for various cities. The graph in (b) shows the dis
tribution of the number of overlay hops in the best 1-overlay
paths, which could be the direct path (i.e., 1 overlay hop).

Round-trip time performance. Figure 3(a) shows the RTT per-
formance of 1-multihoming relative to 1-overlay routing.erfd,
the performance metric (y-axis) reflects the relative RTanfrl-
multihoming versus the RTT when using 1-overlays, averayed
all samples to all destinations. The difference betweenrtgtric
and 1 represents the relative advantage of 1-overlay @putver
1-multihoming. Notice also that since the best overlay pathd
be the direct BGP path, the performance from overlays isat le

as good as that from the direct BGP path. We see from the ta2
ble that overlay routing can improve RTTs between 20% and 70%z

compared to using direct BGP routes over a single ISP. Thagee
improvement is about 33%. The observations in [25] are aimil
We show the distribution of overlay path lengths in Figure)3(
where the direct (BGP) path corresponds to a single overbay h
Notice that in most cities, the best overlay path is only onenvo
hops in more than 90% of the measurements. That is, the major-
ity of the RTT performance gains in overlay networks areizedl
without requiring more than a single intermediate hop. Ao
an average, the best path from 1-overlays coincides witkiteet
BGP path in about 54% of the measurements (average y-axis val
at x=1 across all cities).

Throughput performance. In Table 1, we show the throughput
performance of 1-overlays relative to 1-multihoming fothbthe
pessimistic and the optimistic estimates. 1-overlayseaxehi6—
20% higher throughput than 1-multihoming, according tophks-
simistic estimate. According to the optimistic throughpatimate,
1-overlays achieve 10-25% better throughput. In Table lalse
show the fraction of times an indirect overlay path obtaiattdr
throughput than the direct path, for either throughputnestion
function. Under the pessimistic throughput estimate, @raye, 1-
overlay routing benefits from employing an indirect path froat
17% of the cases. Under the optimistic estimate, this fvacis
23%.

Summary. 1-Overlays offer significantly better round-trip time
performance than 1-multihoming (33% on average). The tjttou
put benefits are lower, but still significant (15% on averagdgo,

in a large fraction of the measurements, indirect 1-ovepaths
offer better RTT performance than direct 1-multihominghgat

k-multihoming

1-multihoming rel

TCP transfer performance of 1-overlay routing relative to 1-
multihoming (for both estimation functions). Also shown isthe
fraction of measurements in which 1-overlay routing select an
indirect path in each city.

5.4 1-Multihoming versusk-Multihoming and
k-Overlays

In this section we compare the flexibility offered by multihe
ing route control at an end point in isolation, and in combora
with overlay routing, against using default routes via ayniSP
(i.e., k-multihoming andk-overlays against 1-multihoming). The
main purpose of these comparisons is to establish a basetities
upcoming head-to-head comparisons betwieenultihoming and
k-overlay routing in Sections 5.5 and 5.6.

T T T

Atlanta —+—

Bay Area ---x---

Boston ---%---
Chicago &

Dallas -—-m-

Los Angeles ---&---

New York ----e---

Seattle ----&--

Washington D C -4~

T T T
Atlanta —+—

N
N

22

N

=
=

Los Angeles ---o--- 18
New York
Seattle

v&ashingmn DC

Iy
=)

1.6

I
i

14

=
o
XiEre

1.2

-
-

! ! ! !

!
7

k-multihoming relative to 1-multihoming
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Figure 4. Benefits of k-multihoming: The RTT of 1-
multihoming relative to k-multihoming is shown in (a) and
throughput (pessimistic estimate) oft-multihoming relative to
1-multihoming is shown in (b).

1-Multihoming versus k-multihoming. Figure 4(a) shows the
RTT performance of 1-multihoming relative to the RTT pesfor
mance fromk-multihoming averaged across all samples to all des-
tinations (y-axis), as a function of the number of providérgx-
axis). Note that the difference between the performanceicrat
the y-axis and 1 indicates the relative advantagk-pfultihoming
over 1-multihoming. The RTT benefit from multihoming is abou
15-30% fork = 2 and about 20-40% fok = 3 across all the
cities. Also, beyond: = 3 or 4 the marginal improvement in the
RTT performance from multihoming is negligible. The observ
tions made by Akella et al. in [3] are similar.

Figure 4(b) similarly shows the throughput performance:of
multihoming relative to the throughput from 1-multihomjnac-
cording to the pessimistic estimate. The results for th@ogtic
estimate are similar and are omitted for brevity. Agaimultihoming,
for k = 3, achieves 15-25% better throughput than 1-multihoming



and the marginal improvement in the throughput performaace
negligible beyond: = 3.
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Figure 5: Benefits of k-overlays: The RTT of 1-multihoming

relative to k-overlays is shown in (a) and throughput (pes-
simistic estimate) of k-overlays relative to 1-multihoming is
shown in (b).

1-Multihoming versus k-overlays. In Figure 5(a), we show the
RTT performance of 1-multihoming relative keoverlays as a func-
tion of k. Notice thatk-overlay routing achieves 25-80% better
RTT performance than 1-multihoming, fbr= 3. Notice also, that
the RTT performance from-overlay routing, fork > 3, is about
5-20% better than that from 1-overlay routing. Figure 5{h)is
larly compares the throughput performancekedverlays relative
to 1-multihoming, for the pessimistic estimate. Agatoverlay
routing, for example, is 20-55% better than 1-multihomimgl a
about 10-25% better than 1-overlay routing. The benefit ibéyo
k = 3 is marginal across most cities, for both RTT as well as
throughput.

Summary. Both k-multihoming andk-overlay routing offer sig-
nificantly better performance than 1-multihoming, in tewhsoth
RTT and throughput. In additiork-overlay routing, fork > 3
achieves significantly better performance compared toetlay
routing (5—-20% better according to RTT and 10-25% better ac-
cording to throughput).

5.5 k-Multihoming versus 1-Overlays

So far, we have evaluated multihoming route control (ike.,
multihoming fork > 2) and overlay routing in isolation of each
other. In what follows, we provide a head-to-head compariso
the two systems. First, in this section, we allow end-pothts
flexibility of multihoming route control and compare the ukgg
performance against 1-overlays.

In Figure 6, we plot the performance bfmultihoming relative
to 1-overlay routing. Here, we compute the average ratichef t
best RTT or throughput to a particular destination, as aelidy
either technique. The average is taken over paths from dach c
to destinations in other cities, and over time instants fbictv we
have a valid measurement over all ISPs in the titye also note
that in all but three cities, the best 3-multihoming providaccord-
ing to RTT were the same as the best 3 according to throughput;
the three cities where this did not hold, the third and foumst
providers were simply switched and the difference in thigug
performance between them was less than 3%.

3Across all cities, an average of 10% of the time instants did n
have a valid measurement across all providers; nearly aliexe
cases were due to limitations in our data collection infrastre,
and not failed download attempts.

k-multihoming relative to 1-overlay
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Figure 6: Multihoming versus 1-overlays: The RTT of k-
multihoming relative to 1-overlays is shown in (a) and throwgh-
put (pessimistic) of 1-overlays relative tok-multihoming in (b).

The comparison according to RTT is shown in Figure 6(a). The
relative performance advantage of 1-overlays is less tBarfds

= 3innearly all cities. In fact, in some cities, e.g., Bay Areala
Chicago, 3-multihoming is marginally better than overlayting.
As the number of ISPs is increased, multihoming is able tgigeo
shorter round-trip times than overlays in many cities (with ex-
ception of Seattle). Figure 6(b) shows relative benefitewiing to
the pessimistic throughput estimate. Here, multihoming:fe> 3
actually provides 2—-12% better throughput than 1-overkayess
all cities. The results are similar for the optimistic cortggion and
are omitted for brevity.

Summary. The performance advantages of 1-overlays are vastly
reduced (or eliminated) when the end-point is allowed grefidx-
ibility in the choice of BGP paths via multihoming route crait

5.6 k-Multihoming versus k-Overlays

In the previous section, we evaluated 1-overlay routingensh
all overlay paths start from a single ISP in the source citg. |
this section, we allow overlays additional flexibility byrpgtting
them to initially route through more of the available ISPeacth
source city. Specifically, we compare the performance bisneffi
k-multihoming againsk-overlay routing.

In the case ofk-overlays, the overlay path originating from a
source node may traverse any intermediate nodes, inclulkosg
located in the same city as the source. Notice that the pedioce
from k-overlays is at least as good as that frésmultihoming
(since we allow overlays to take the direct path). The qoasti
then, is how much more advantage do overlays provide if multi
homing is already employed by the source.

Round-trip time performance. Figure 7(a) shows the improve-
ment in RTT fork-multihoming relative tok-overlays, for various
values ofk. We see that on average, for= 3, overlays provide
5-15% better RTT performance than the best multihoming-solu
tion in most of the cities in our study. In a few cities the bfirie
greater (e.g. Seattle and Bay Area). The performance gayebat
multihoming and overlays is less significant fo> 4.

Figure 7(b) shows the distribution of the number of overlaps
in the paths selected by 3-overlay routing optimized for RTHe
best overlay path coincides with the best 3-multihoming B@ath
in 64% of the cases, on average across all cities (Seattlehand
Bay area are exceptions). Recall that the correspondiragidra
for 1-overlay routing in Figure 3(b) was 54%. With more ISBs t
links to choose from, overlay routing selecthigher fraction of
direct BGP paths, as opposed to choosing from the greatebbetum
of indirect paths also afforded by multihoming.
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Figure 8: Throughput improvement: Throughput perfor-
mance ofk-multihoming relative to k-overlays for various cities
is shown in (a). The table in (b) shows the fraction of measure
ments on which k-overlay routing selected an indirect end-to-
end path, for the case oft = 3.

Throughput performance. Figure 8(a) shows the throughput per-
formance ofk-multihoming relative tok-overlays using the pes-
simistic throughput estimation function. From this figunes see
that multihoming achieves throughput performance withia@6
of overlays, fork = 3. The performance improves up ko= 3
or k = 4. In all the cities, the throughput performance $f
multihoming is within 3% of overlay routing. In Figure 8(bje
also show the fraction of measurements where an indirege8ay
path offers better performance than the direct 3-multimgnpath,
for the pessimistic throughput estimate. On average, thigibn
is about 8%. Notice that this is again lower than the corredpgy
percentage for 1-overlays from Table= (7%).

Summary. When employed in conjunction with multihoming, over-
lay routing offers marginal benefits over employing multiting
alone. For example, multiple ISPs allows overlay routingdhieve
only a 5-15% RTT improvement over multihoming route control
(for £ = 3), and 1-10% improvement in throughput. In addition,
k-overlay routing selects a larger fraction of direct BGRédxhend-
to-end paths, compared to 1-overlay routing.

5.7 Unrolling the Averages

So far, we presented averages of the performance diffesdace
various forms of overlay routing and multihoming route eohtin
this section, focusing on 3-overlays and 3-multihoming present

the underlying distributions in the performance differem@long

the paths we measure. Our goal in this section is to understan
the averages are particularly skewed by: (1) certain cetiins,

for each source city or (2) a few measurement samples on which
overlays offer significantly better performance than nmalthing

or (3) by time-of-day or day-of-week effects.
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Figure 9: Performance per destination: Figure (a) is a CDF
of the mean difference in RTTs along the best overlay path
and the best direct path, across paths measured from each git
Similarly, Figure (b) plots the CDF of the mean difference in
throughputs (pessimistic estimate).

Performance per destination. In Figure 9(a), for each city, we
show the distribution of the average difference in RTT betwihe
best3-multihoming path and the best 3-overlay path to each desti-
nation (i.e., each point represents one destination). Istmities,
the average RTT differences across 80% of the destinatreriess
than 10ms. Notice that in most cities (except Seattle), tfierd
ence is greater than 15ms for less than 5% of the destinations

In Figure 9(b), we consider the distribution of the averdgeugh-
put difference of the begtmultihoming path and the be3toverlay
path for the pessimistic estimate of throughput. We sedoeigh-
put difference is less than 1 Mbps for 60—99% of the destinati
We also note that, for 1-5% of the destinations, the diffeeeis
in excess of 4 Mbps. Recall from Figure 8, however, that these
differences result in an average relative performancerdeuye for
overlays of less than 1-10% (fér= 3).
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Figure 10: Underlying distributions: Figure showing the mean,
median, 10th percentile and 90th percentile difference aass
various source-destination pairs. Figure (a) plots RTT, wile
figure (b) plots throughput (pessimistic estimate).

Mean versus other statisticsIn Figures 10(a) and (b) we plot the
average, median, and 10th and 90th percentiles of the elifterin
RTT and (pessimistic) throughput, respectively, betwédmnhest



3-multihoming option and the be8toverlay path across paths in
all cities. In Figure 10(a) we see that the median RTT difiese
is fairly small. More than 90% of the median RTT differences a
less than 10ms. The 90th percentile of the difference is imaity
higher with roughly 10% greater than 15ms. The median threug
put differences in Figure 10(b) are also relatively smaksslthan

500 kbps about 90% of the time. Considering the upper range of

the throughput difference (i.e., the 90th percentile diffee), we
see that a significant fraction (about 20%) are greater tHdbs.

These results suggest that the absolute round-trip andghpot
differences between multihoming and overlay routing arelkfar

the most part, though there are a few of cases where diffeseare
more significant, particularly for throughput.

Time-of-day and day-of-week effectsWe also considered the ef-
fects of daily and weekly network usage patterns on theivelper-
formance ofk-multihoming andk-overlays. It might be expected
that route control would perform worse during peak periddses
overlay paths have greater freedom to avoid congested gfettie
network. We do not see any discernible time-of-day effetfsiths
originating from a specific city, however, both in terms ofIRand
throughput performance.

Similarly, we also examine weekly patterns to determinetivre
the differences are greater during particular days of thekwbut
again there are no significant differences for either RThosugh-
put. We omit both these results for brevity. The lack of a time
of-day effect on the relative performance may be indicativet
ISP network operators already take such patterns into ateden
performing traffic engineering.

Summary. k-overlays offer significantly better performance rela-
tive to k-multihoming for a small fraction of transfers from a given
city. We observed little dependence on the time-of-day grafa
week in the performance gap between overlays and multihggmin

5.8 Reasons for Performance Differences

Next, we try to identify the underlying causes of performanc
differences betweeh-multihoming andk-overlay routing. We fo-
cus on the RTT performance and the case wlete 3. First, we
ask if indirect paths primarily improve propagation delayrstly
select less congested routes than the direct paths. Theiocue
on how often the best-performing indirect paths violate c@n
inter-domain and peering policies.

5.8.1 Propagation Delay and Congestion
Improvement

In this section, we are interested in whether the modestradva
tage we observe for overlay routing is due primarily to itdigtto
find “shorter” (i.e., lower propagation delay) paths outsid BGP
policy routing, or whether the gains come from being ablevtrich
congestion in the network (a similar analysis was done if)[25
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Figure 11: Propagation vs congestion: A scatter plot of the
RTT improvement (x-axis) vs propagation time improvement
(y-axis) of the indirect overlay paths over the direct paths

indirect overlay paths offer an improved RTT over the begtdi
path. Points near thg = 0 line represent cases in which the RTT
improvement has very little associated difference in pgapian
delay. Points near thg = x line are paths in which the RTT im-
provement is primarily due to better propagation time.

For paths with a large RTT improvement (e.g., 50ms), the
points are clustered closer to the= 0 line, suggesting that large
improvements are due primarily to routing around congastitle
also found, however, that 72% of all the points lie aboveyghe
z/2 line. These are closer to the= x line thany = 0, indicating
that a majority of the round-trip improvements do arise frame-
duction in propagation delay. In contrast, Savage et a].d@Serve
that both avoiding congestion and the ability to find shop&ths
are equally responsible for the overall improvements fraeriay
routing. The difference in our observations from those Bj [uld
be due to the fact that Internet paths are better provisianddess
congested today than 3-4 years ago. However, they are soeteti
circuitous, contributing to inflation in end-to-end patB8].

Total fraction of lower de- 36%

lay overlay paths

Fraction of all
overlay paths
1.7%

Fraction of
lower delay paths
4.7%

Indirect paths with >
20ms improvement
Prop delay improvement
< x% of overall improve-
ment (whenever overall
improvement> 20ms)

< 50%

< 25%

< 10%

2.2%
1.7%
1.2%

0.8%
0.6%
0.4%

Table 2: Analysis of overlay paths: Classification of indiret

The pairwise instantaneous RTT measurements we collect maypaths offering > 20ms improvement in RTT performance.

include a queuing delay component in addition to the basequa-
tion delay. When performance improvements are due prigntwil
routing around congestion, we expect the difference inggafion
delay between the indirect and direct path to be small. Syl
when the propagation difference is large, we can attribheteper-
formance gain to the better efficiency of overlay routing paned
to BGP in choosing “shorter” end-to-end paths. In our measur
ments, to estimate the propagation delay on each path, wehak

To further investigate the relative contributions of prgaton
delay and congestion improvements, we focus more closely on
cases where indirect overlay paths offer a significant ivgmeent
(> 20ms) over the best direct paths. Visually, these are all point
lying to the right of thex = 20 line in Figure 11. In Table 2 we
present a classification of all of the indirect overlay patifiering

5th percentile of the RTT samples for the path.

In Figure 11, we show a scatter plot of the overall RTT improve
ment (x-axis) and the corresponding propagation time wdiffee
(y-axis) offered by the best overlay path relative to thet lmesl-
tihoming path. The graph only shows measurements in whieh th

> 20ms RTT improvement. Recall that, in our measurement, 36%
of the indirect 3-overlay paths had a lower RTT than the corre
sponding best direct path (Section 5.6, Figure 7 (b)). Henesf
these paths, only 4.7% improved the delay by more than 20es (T
ble 2, row 3). For less than half of these, or 2.2% of all lonelasgl



overlay paths, the propagation delay improvement relaivirect
paths was less than 50% of the overall RTT improvement. Visu-
ally, these points lie to the right af = 20 and below they = = /2
lines in Figure 11. Therefore, these are paths where théiseynt
improvement in performance comes mainly from the abilityref
overlay to avoid congested links. Also, when viewed in teofrell
overlay paths (see Table 2, column 3), we see that these foaths

a very small fraction of all overlay pathsz(0.8%).
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Figure 12: “Circuitousness” of routes: Figure plotting the
propagation delay of the best indirect path (y-axis) againsthe
best multihoming path (x-axis).

Finally, if we consider the propagation delay of the bestraut
overlay path versus the best multihoming path, we can geesom
idea of the relative ability to avoid overly “circuitous” {hes, arising
from policy routing, for example. Figure 12 shows a scattet gf
the propagation delay of the best direct path from a cityxig)a
and the best propagation delay via an indirect path (y-aRigain,
points below they = =z line are cases in which overlay routing
finds shorter paths than conventional BGP routing, and vécear
Consistent with the earlier results, we see that the mgjofipoints
lie below they = z line where overlays find lower propagation
delay paths. Moreover, for cases in which the direct pathastsr
(above they = z line), the difference is generally small, roughly
10-15ms along most of the range.

Summary. A vast majority of RTT performance improvements
from overlay routing arise from its ability to find shorterceto-

ten obey certaipeering policies Two common policies arearly
exit— in which ISPs “offload” traffic to peers quickly by using the
peering point closest to the source; datk exit— some ISPs co-
operatively carry traffic further than they have to by usiegfing
points closer to the destination. BGP path selection isiaipacted
by the fact that the routes must have the shortest AS hop count

We focus on indirect overlay paths (i.ex, 1 virtual hop) that
provide better end-to-ensbund-trip performance than the corre-
sponding direct BGP paths. To characterize these route&jeme
tified AS level paths using traceroutes performed duringstrae
period as the turnaround time measurements. Each turrditione
measurement was matched with a traceroute that occurréthwit
20 minutes of it (2.7% did not have corresponding traceatel
were ignored in this analysis). We map IP addresses in thertra
oute data to AS numbers using a commercial tool which uses BGP
tables from multiple vantage points to extract the “origi8”"Aor
each IP prefix [2]. One issue with deriving the AS path froncéra
outes is that these router-level AS paths may be differeart the
actual BGP AS path [18, 5, 14], often due to the appearanca of a
extra AS number corresponding to an Internet exchange point
a sibling AS. In our analysis, we omit exchange point ASes, and
also combine the sibling ASes, for those that we are ablestatify.

To ascertain the policy compliance of the indirect overlathg, we
used AS relationships generated by the authors of [31] dufia
same period as our measurements.

In our AS-level overlay path construction, we ignore the 88f
intermediate overlay nodes if they were used merely as raorsit
hops to connect overlay path segments. For example, caribigle
overlay path between a source in A% and a destination D2,
composed of the two AS-level segmei®s Al Bl Cl1 andCl
B2 D2, where the intermediate node is locateddih If the time
spent inCl is short & 3ms), andBl andB2 are the same ISP,
we consider the AS path &1 Al Bl D2, otherwise we con-
sideritasS1 Al Bl Cl1 B2 D2. Since we do this only for in-
termediate ASes that are not a significant factor in the erehtl
round-trip difference, we avoid penalizing overlay patbs fiol-
icy violations that are just artifacts of where the interiaéel hop
belongs in the AS hierarchy.

Table 3 classifies the indirect overlay paths by policy confo
mance. As expected, the majority of indirect paths (70%latsal
either the valley-free routing or prefer customer policiddow-
ever, a large fraction of overlay paths (22%) appeared tootieyp

end paths compared to the best direct BGP paths. However, thecompliant. We sub-categorize the latter fraction of patirshir

most significant improvements-(50ms) stem from the ability of
overlay routing to avoid congested ISP lifiks

5.8.2 Inter-domain and Peering Policy Compliance

by examining which AS-level overlay paths were identicattie
AS-level direct BGP path and which ones were different.

For each overlay path that was identical, we characterizasd i
exiting an AS earlier than the direct path if it remained ie &hS

To further understand the performance gap between some over for at least 20ms less than it did in the direct path. We charaed

lay routes and direct BGP routes, we categorize the oveodlates
by their compliance with common inter-domain and peerinli po
cies. Inter-domain and peering policies typically repnefeisiness
arrangements between ISPs [11, 20]. Because end-to-endyve
paths need not adhere to such policies, we try to quantifypéne
formance gain that can be attributed to ignoring them.

Two key inter-domain policies [12] arealley-free routing—
ISPs generally do not provide transit between their progide
peers because it represents a cost to thempeafdr customer—
when possible, it is economically preferable for an ISP tateo
traffic via customers rather than providers or peers, antspather
than providers. In addition, Spring et al. [28] observed t8&s of-

4The improvements from overlay routing could also be fromreve
lays choosing higher bandwidth paths. This aspect is difficu
quantify and we leave it as future work.

it as exiting later if it remained in an AS for at least 20msden
We consider the rest of the indirect paths to be “similar’he t
direct BGP paths. We see that almost all identical AS-levetlay
paths either exited later or were similar to the direct BGEhpa
This suggests that cooperation among ISPs, e.g., in terrateof
exit policies, can improve performance on BGP routes arithéur
close the gap between multihoming and overlays. We alscthate
for the AS-level overlay paths that differed, the majoritgre the
same length as the corresponding direct path chosen by BGP.

5Two ASes identified as peers may actually be siblings [31, 11]
in which case they would provide transit for each other'ffitra
because they are administered by the same entity. We otabsifi
peers as siblings if they appeared to provide transit in ihecd
BGP paths in our traceroutes, and also manually adjustenhgsi
that were not related.



Improved Overlay Paths || >20ms Imprv Paths
% [ RTTImprv(ms) [[ % [RTT Imprv (ms
[Avg] 90th [Avg ] 90th
Violates Inter-Domain Policy || 69.6| 8.6 17 70.4|37.6 46
Valley-Free Routing 64.1| 8.5 17 61.6|36.7 45
Prefer Customer 13.9| 9.1 17 15.3|51.4 76
Valid Inter-Domain Path 22.0{ 7.3 15 19.4]38.8 49
Same AS-Level Path 13.3] 6.9 13 10.2] 42.6 54
Earlier AS Exit 16|53 8 0.7 |54.1] 119
Similar AS Exits 6.1| 6.4 12 5.8 139.3 53
Later AS Exit 56|78 14 3.8 |45.6 57
Diff AS-Level Path 8.8 8.0 17 9.2 |34.7 44
Longer than BGP Path 19199 20 351|323 39
Same Len as BGP Path 6.4 |76 16 5.5(36.2 45
Shorter than BGP Path 05| 5.4 11 0.1|35.8 43
Unknown 8.4 10.2

Table 3: Overlay routing policy compliance: Breakdown of the
mean and 90th percentile round trip time improvement of in-
direct overlay routes by: (1) routes did not conform to com-
mon inter-domain policies, and (2) routes that were valid itter-
domain paths but either exited ASes at different points tharthe
direct BGP route or were different than the BGP route.

Summary. In achieving better RTT performance than direct BGP
paths, most indirect overlay paths violate common intendio
routing policies. We observed that a fraction of the poloynpliant
overlay paths could be realized by BGP if ISPs employed aaepe
tive peering policies such as late exit.

6. RESILIENCE TO PATH FAILURES

BGP’s policy-based routing architecture masks a great ofal
topology and path availability information from end-netk® in
order to respect commercial relationships and limit thedotpof
local changes on neighboring downstream ASes [10, 22]. ddvis
sign, while having advantages, can adversely affect thiyabf
end-networks to react quickly to service interruptionscsimoti-
fications via BGP’s standard mechanisms can be delayed By ten
of minutes [16]. Networks employing multihoming route caht
can mitigate this problem by monitoring paths across ISRslin
and switching to an alternate ISP when failures occur. @Qyaret-
works provide the ability to quickly detect and route arotaitlires
by frequently probing the paths between all overlay nodes.

In this section, we perform two separate, preliminary asedyto
assess the ability of both mechanisms to withstand enddgeath
failures and improve availability of Internet paths. Thestfiap-
proach evaluates the availability provided by route cditased on
active probe measurements on our testbed. In the secondme co
pute the end-to-end path availability from both route coinénd
overlays using estimated availabilities of routers aldrgpaths.

6.1 Active Measurements of Path Availability

In our first approach, we perform two-way ICMP pings between
the 68 nodes in our testbed. The ping samples were colleeted b
tween all node-pairs over a five day period from January 2264
to January 28th, 2004. The probes are sent once every miithite w
a one second timeout. If no response is received within anskco
the ping is deemed lost. A path is considered to have failed 3f
consecutive pings (each one minute apart) from the sourteeto
destination are lost. From these measurements we deriler&a
epochs” on each path. The epoch begins when the third faitdzep
times out, and ends on the first successful reply from a suleseq

Firstly, since we wait for three consecutive losses, we cadetect
failures that last less than 3 minutes. As a result, our aimtjoes
not characterize the relative ability of overlays and roctetrol
to avoid such short failures. Secondly, ping packets may s
dropped due to congestion rather than path failure. Unfaitly,
from our measurements we cannot easily determine if thescae
due to failures or due to congestion. Finally, the destimathay
not reply with ICMP echo reply messages within one seconas-ca
ing us to record a loss. To mitigate this factor, we eliminzaéhs
for which the fraction of lost probes s 10% from our analysis.
Due to the above reasons, the path failures we identify shoel
considered an over-estimate of the number of failuresriggtiree
minutes or longer.

From the failure epochs on each end-to-end path, we compute
the correspondingvailability, defined as follows:

B ziw))

Awvailability

100 1
x ( 2

where, T (%) is the length of failure epochalong the path, and
T is the length of the measurement interval (5 days). The sotal
of the failure epochs can be considered the observed “dowefiti
of the path.
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Figure 13: End-to-end failures: Distribution of the availability
on the end-to-end paths, with and without multihoming. The
ISPs in the 2- and 3-multihoming cases are the best 2 and 3
ISPs in each city based on RTT performance, respectivelyk-
Overlay routing, for any k, achieves 100% availability and is
not shown on the graph.

In Figure 13, we show a CDF of the availability on the paths we
measured, with and without multihoming. When no multihognin
is employed, we see that all paths have at |€a$t availability
(not shown in the figure). Fewer thd&% of all paths have less
than99.5% availability. Route control with multihoming signifi-
cantly improves the availability on the end-to-end patlssstzown
by the 2- and 3-multihoming availability distributions. tde for
both 2- and 3-multihoming, we consider the combinationsS#d
providing the best round-trip time performance in a city. ekv
when route control uses only 2 ISPs, less thé&h of the paths
originating from the cities we studied have an availabilityder
99.9%. The minimum availability across all the paths9&85%,
which is much higher than without multihoming. Also, morauth
94% of the paths from the various cities to the respective dastin
tions do not experience any observable failures during tkeys
period (i.e.,availability ofl00%). With three providers, the avail-

probe. These epochs are the periods of time when the route be-ability is improved, though slightly. Overlay routing mag hble

tween the source and destination may have failed.
This method of deriving failure epochs has a few limitations

to circumvent even the few failures that route control cooidd
avoid. However, as we show above, this would result in only a



marginal improvement over route control which already raffeery
good availability.

6.2 Path Availability Analysis

Since the vast majority of paths did not fail even once during
our relatively short measurement period, our second approses
statistics derived from previous long-term measurementster-
tain availability. Feamster et al. collected failure dasing active
probes between nodes in the RON testbed approximately 8@ery
seconds for several months [9]. When three consecutiveeprob
a path were lost, a traceroute was triggered to identify wilee
failure appeared (i.e., the last router reachable by theetoate)
and how long they lasted. The routers in the traceroute data w
also labeled with their corresponding AS number and alssstéla
fied as border or internal routers. We use a subset of thessuneea
ments on paths between non-DSL nodes within the U.S. cellect
between June 26, 2002 and March 12, 2003 to infer failure iate
our testbed. Though this approach has some drawbacks (wieich
discuss later), it allows us to obtain a view of longer-termilabil-
ity benefits of route control and overlay routing that is nibisswise
possible from direct measurements on our testbed.

We first estimate the availabilities of different routersdas (i.e.,
the fraction of time they are able to correctly forward paskeWe
classify routers in the RON traceroutes by their AS tierrfgshe
method in [31]) and their role (border or internal router).otél
that the inference of failure location is based on routeation, but
the actual failure could be at thiak or router attached to the last
responding router.

The availability estimate is computed as follows>IfT§ is the
total time failures attributed to routers of claSswere observed,
and N¢ is the total number of routers of cla§swe observed on
each path on day,® then we estimate the availability of a router
(or attached link) of clas§' as:

C
Availabilitye = 100 x (1 2 Tr )

B Y4 NS x one_day

In other words, the fraction of time unavailable is the aggte
failure time attributed to a router of clags divided by the total
time we expect to observe a router of cl&sn any path. Our
estimates for various router classes are shown in Table 4.

[ ASTier | Location [ Availability (%) |
1 internal 99.940
border 99.985
internal 99.995
border 99.977
internal 99.999
border 99.991
internal 99.946
border 99.994
internal 99.902
border 99.918

GO s AW WwN N~

Table 4: Availability across router classes: Estimated avidabil-
ity for routers or links classified by AS tier and location. We
consider a border router as one with at least one link to an-
other AS.

To apply the availability statistics derived from the RONala
set, we identified and classified the routers on paths betnwedes

5The dataset only included a single successful traceroutdaye
Therefore, we assumed that all active probes took the saute ro
each day.

in our testbed. We performed traceroute measurements appro
mately every 20 minutes between nodes in our CDN testbed from
December 4, 2003 to Dec 11, 2003. For our analysis we used the
most often observed path between each pair of nodes; in tatios
cases, this path was used more than 95% of the time. Using the
router availabilities estimated from the RON data set, vienede

the availability of routes in our testbed when we use routerobd

or overlay routing. When estimating the simultaneous faifrob-
ability of multiple paths, it is important to identify whictouters

are shared among the paths so that failures on those pathscare
rately correlated. Because determining router aliasesdiffasult

on some paths in our testbédye conservatively assumed that the
routers at the end of paths toward the same destination dend-

cal if they belonged to the same sequence of ASes. For exaifple
we had two router-level paths destined for a common nodenbapt
tothe ASesA A B B C CandD D D B C C, respectively, we
assume the last 3 routers are the same (dh¢@ Cis common).
Even if in reality these routers are different, failureshetse routers
are still likely to be correlated. The same heuristic wasduse
identify identical routers on paths originating from thegasource
node. We assume other failures are independent.

A few aspects of this approach may introduce biases in oudr ana
ysis. First, the routes on RON paths may not be represeatafiv
the routes in our testbed, though we tried to ensure sirtyilayius-
ing only using paths between relatively well-connected R®dNes
in the U.S. In addition, we observed that the availabilitesoss
router classes in the RON dataset did not vary substantaligss
different months, so we do not believe the difference in fraraes
impacted our results. Second, there may be routers or Imizei
RON data set that fail frequently and bias the availabilita par-
ticular router type. However, since traceroutes are itgtizonly
when a failure is detected, there is ho way for us to accyra=l
timate the overall failure rates of all individual routerghird, it
is questionable whether we should assign failures to thedash-
able router in a traceroute; it is possible that tiext (unknown)
or an even further router in the path is actually the one thisd.
Nevertheless, our availabilities still estimate how oftaifures are
observed at or just after a router of a given type.

Figure 14 compares the average availability using overdags
route control on paths originating from 6 cities to all deations in
our testbed. For overlay routing, we only calculate thelafdity
of the paths for the first and last overlay hop (since theskbegil
the same no matter which intermediate hops are used), anchass
that there is always an available path between other iniatee
hops. An ideal overlay has a practically unlimited numbepath
choices, and can avoid a large number of failures in the raidéll
the network.

As expected from our active measurements, the average avail
ability along the paths in our testbed are relatively higlenefor
direct paths. 3-multihoming improves the average avditgtdy
0.15-0.24% in all the cities (corresponding to about 13-2drem
hours of availability each year). Here, the availabilityprsmarily
upper bounded by the availability of the routers or links ietia
ately before the destination that are shared by all threlespas
they converge.

In most cases, 1l-overlays have slightly higher availabilat
most about 0.07%). Since a l-overlay has arbitrary flexybifi
choosing intermediate hops, only about 2.7 routers are @imm
(on average) between all possible overlay paths, comparailaut
4.2 in the 3-multihoming case. However, note that a 1-oyarkth
using a single provider is more vulnerable to access linkirfas

"We found that several ISPs block responses to UDP probe fsacke
used by IP alias resolution tools such as Ally [29]
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Figure 14: Availability comparison: Comparison of availability
averaged across paths originating from six cities using asgle
provider, 3-multihoming, 1-overlays, and 3-overlays. ISB are
chosen based on their round-trip time performance.

than when multihoming is employed. For example, the lowlavai
ability of the 1-overlay in Chicago is due to: (1) the chos&®|
(based on RTT performance) is a tier 4 network, which hasnate
routers with relatively lower availability, and (2) all fest exiting
that provider have the first 5 hops in common and hence hawgha hi
chance of correlated failures. Finally, we see that usingaedlay
usually makes routes only slightly more available than wirging

a 1-overlay (between 0.01% to 0.08%, excluding Chicago)s ih
because at least one router is shared by all paths apprgazties-
tination, so failures at that router impact all possiblertasepaths.
In summary, it is interesting to note that despite the greffdai-
bility of overlays, route control with 3-multihoming is Btable to
achieve an estimated availability within 0.08-0.10% (oowth? to

9 hours each year) of 3-overlay.

7. DISCUSSION

Next, we discuss observations made from our measuremeshts an

other fundamental tradeoffs between overlay routing andtimu
homing route control that are difficult to assess. We alsorent
on the limitations of our study.

Key observations.As expected, our results show that overlay rout-

ing does provide improved latency, throughput, and reliigmver
route control with multihoming. We found that overlay rogis
performance gains arise primarily from the ability to findites
that are physically shorter (i.e. shorter propagationyjelin ad-
dition, its reliability advantages stem from having at itspbsal a
superset of the routes available to standard routing. Tharisa in
our results is that, while past studies of overlay routingeghghown
this advantage to be large, we found that careful use of a tew a
ditional routes via multihoming at the end-network was ejioto
significantly reduce the advantage of overlays. Since thaifor-
mance is similar, the question remains whether overlaysugti-m
homing is the better choice. To answer this, we must lookterot
factors such as cost and deployment issues.

Cost of operation. Unfortunately, it was difficult to consider the
cost of implementing route control or overlays in our evéihra In
the case of multihoming, a stub network must pay for conniggti
to a set of different ISPs. We note that different ISPs chdiffer-
ent amounts and therefore the solution we consider “besy’moa
be the most cost-effective choice. In the case of overlagsenvi-
sion that there will be overlay service offerings, similaAkamai's
SureRoute [1]. Users of overlays with multiple first hop deai &-
overlay routing in our analysis) must add the cost of subgugito

the overlay service to the base cost of ISP multihoningsing
an overlay with a single provider (i.e.;overlays) would eliminate
this additional cost, but our analysis shows that the peréorce
gain is reduced significantly.

Deployment and operational overheadOverlays and multihom-
ing each have their unique set of deployment and performetmeale
lenges that our measurements do not highlight. Below, weiden
the issues of ease of use and deployment, routing table sxpan
and routing policy violations.

Ease of use and employme@iverlay routing requires a third-party
to deploy a potentially large overlay network infrastruetuBuild-
ing overlays of sufficient size and distribution to achieigns-
icantly improved round-trip and throughput performancehsal-
lenging in terms of infrastructure and bandwidth cost, a8 a®
management complexity. On the other hand, since multihgrisin
a single end-point based solution, it is relatively easiedeploy
and use from an end-network’s perspective.

Routing table expansion due to multihominn important over-
head of multihoming that we did not consider in this studyhis t
resulting increase in the number of routing table entriebank-
bone routers. ISPs will likely charge multihomed custonagmgro-
priately for any increased overhead in the network cores thak-
ing multihoming less desirable. However, this problem osanly
when the stub network announces the same address rangé tuf eac
its providers. Since ISPs often limit how small advertisddrass

blocks can be, this approach makes sense for large and medium

sized stub networks, but is more difficult for smaller onesniafier
networks could instead use technigues based on networlessidr
translation (NAT) to avoid issues with routing announcetsemd
still make intelligent use of multiple upstream ISPs [13, 4]

Violation of policies by overlay pathsOne of the concerns that
overlay routing raises is its circumvention of routing pas insti-
tuted by intermediate ASes. For example, a commercial éntipo
could route data across the relatively well-provisionezhdemic
Internet2 backbone by using an overlay hop at a nearby wsiiyer
While each individual overlay hop would not violate any pas
(i.e., the nearby university node is clearly allowed to $rait data
across Internet2), the end-to-end policy may be violatedil&\bur
analysis quantifies the number of routing policy violations did
not consider their impact. Most Internet routing polices malated
to commercial relationships between service providergrdfore,
it is reasonable to expect that the presence of an overlag imod
an ISP network implies that the overlay provider and the I&®h
some form of business agreement. This relationship shealdgire
that the overlay provider pay for additional expenses thatlSP
incurs by providing transit to overlay traffic. Network prders
would thus be compensated for most policy violations, lingithe
negative impact of overlay routing.

Future changes to BGP.Thus far, we have discussed some im-
portant issues regarding overlays and route control inytedsn-
vironment, but have not considered changes to BGP that nray fu
ther improve standard Internet routing performance raddt over-
lays. For example, we only consider the impact of perforraanrc
availability-based route selection at the edge of the nétwti is
possible that transit ASes could perform similar route grin

the future, thereby, exposing a superior set of AS paths dmetr
works. Another future direction is the development of newatp+

8f the ISPs charge according to usage, then the cost of eingloy
multiple ISP connections in the case/obverlays may be higher
or lower than the cost of using multiple connections in theecaf
k-multihoming.



cols for AS-level source-routing, such as NIRA [33], whidlow
stub networks greater control over their routes.

Limitations of the study. Our observations may be constrained by
a few factors such as the size of our testbed, the coarselgriaynu
of our performance samples, and our limited analysis ofieesie.
We discuss these issues in detail below.
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Figure 15: Impact of overlay network size on round-trip per-
formance: This graph shows the mean difference between 3-
overlays and 3-multihoming as overlay nodes are added.

Testbed sizeln Figure 15 we compare the average RTT perfor-
mance from 3-multihoming against 3-overlays, as a funatitihe
number of intermediate overlay nodes available. The grapivs
the RTT difference between the best 3-overlay path (direitd-
rect) and best 3-multihoming path, averaged across all meas
ments as nodes are added one-by-one, randomly, to the yverla
network. A different heuristic of adding nodes may yieldfelif
ent results. As the size of the overlay is increased, thepegnce

of 3-overlays gets better relative to multihoming. Althbube rel-
ative improvement is marginal, there is no discernible &ria the
graph. Therefore it is possible that considering additiovarlay
nodes may alter the observations in our study in favor oflayer
routing.

Granularity of performance sample®ur performance samples are
collected at fairly coarse timescales (6 minutes interi@sound-
trip time and 30 minutes for throughput). As a result, ountss
may not capture very fine-grained changes, if any, in theoperf
mance on the paths, and their effect on either overlay rgutin
multihoming route control. However, we believe that ourutes
capture much of observable performance differences betiee
two path selection techniques for two key reasons: (1) oocloe
sions are based on data collected continuously over a veoeek-|
period, and across a fairly large set of paths, and (2) Zledrad.
observed that the “steadiness” of both round-trip time &nough-
put performance is at least on the order of minutes [34]. Otiwe
recent measurements of round-trip times on similar pathbase

in our testbed have shown mean intervals of several minges b
tween changes of 30% or more [4]. As such, we do not expect that
a higher sampling frequency would yield significantly diéet.

Repair and failure detectiorOur reliability analysis does not com-
pare the relative ability of overlay routing and multihomgiio avoid
BGP convergence problems. For example, a peering linkré&ailu
may affect routing between the peer ISPs until BGP re-cqgaser
It is possible that some multihoming configurations canmnaich
such routing failures. We leave this comparison for futuceky

8. SUMMARY

Past studies have demonstrated the use of overlay routingke
better use of the underlying connectivity of the Internetrttihe

current BGP-based system. However, BGP-based routingeran b
efit from the added capability of two important factors at-@etworks:
(1) additional access to end-to-end BGP routes via ISP haurti

ing, and (2) implementation of performance- and resilieasare
route control mechanisms to dynamically select among pielti
BGP routes. In this paper, we have compared the relative-bene
fits of overlay routing and intelligent route control andestigated
possible reasons for the differences via an extensive measumt-
based analysis. Our findings are as follows:

e Multihoming route control can offer performance similar to
overlay routing. Specifically, overlays employed in comjun
tion with multihoming to 3 ISPs offer only about 5-15% bet-
ter RTTs and 1-10% better throughput than route control in
conjunction with multihoming to three ISPs. In fact, when
overlays are constrained to a single first-hop ISP, they pro-
vide inferior performance relative to route control.

The marginally better RTT performance of overlays comes
primarily from their ability to select shorter end-to-emalites.
Also, the performance gap between overlays and route con-
trol can be further reduced if, for example, ISPs implement
mutually cooperative peering policies such as late-exit.

While route control cannot offer the near perfect resileat
overlays, it can eliminate almost all observed failuresmat-e
to-end paths. The path diversity offered by multihoming can
improve fault tolerance of end-to-end paths by two orders of
magnitude relative to the direct BGP path.

The results in our paper show that it is not necessary tommircu
vent BGP routing to achieve good end-to-end resilience anidp
mance. These goals can be effectively realized by means Itif mu
homing coupled with intelligent route control.
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