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Abstract—Multihoming is increasingly being employed by 1) What tangible improvements in Internet performance
large enterprises and data centers to extract good perfornace (e.g., RTTs, throughput) can multihomed end networks
and reliability from their ISP connections. Multihomed end expect from route control products?

networks today can employ a variety ofroute control products . .
to optimize their Internet access performance and reliabity. 2) What practical mechanisms must route control products

However, little is known about the tangible benefits that sub employ to extract the benefits in real deployments?
products can offer, the mechanisms they employ and their  Note that multihoming route control does not require any
trade-offs. This paper makes two important contributions. First,  mq(ification to Internet routing protocols, and relies ot
we present a study of the potential improvements in Intemet o4 honvork decisions. Therefore, if our research shoas th

round-trip times (RTTs) and transfer speeds from employing . ) .
multihoming route control. Our analysis shows that multihoming ~ "oute control can offer tangible performance improveménts

to 3 or more ISPs and cleverly scheduling traffic across the practice, this will imply that good performance can still be
ISPs can improve Internet RTTs and throughputs by up to extracted from the network by making clever use of available
25% and 20%, respectively. However, a careful selection ofSPs |nternet routes. On the other hand, if the improvement is

is important to realize the performance improvements. Seaod, . . .. . I . .
focusing on large enterprises, we propose and evaluate a vad insignificant, this may indicate that there is somethingdfam

range of route control mechanisms and evaluate their design Mentally wrong with routing in the Internet and, to support
trade-offs. We implement the proposed schemes on a Linux- good performance in the future Internet, we may need to
based Web proxy and perform a trace-based evaluation of thei replace the Internet routing protocol suite altogether.
performance. We show that both passive and active measureme g answer the first question, we analyze active probe data
based techniques are equally effective and could improve 8Web .0 teq over the servers in the Akamai content distriuti
response times of enterprise networks by up to 25% on average ) .
compared to using a single ISP. We aiso outline several “best network (CDN) infrastructure. We then compute the poténtia
common practices” for the design of route control products. performance improvements from choosing ISPs from several
available options. In general, we use the tdemultihoming

to refer to the setting in which the subscriber network eryplo

|. INTRODUCTION k ISPs and controls how traffic is sent or received along the

SP links (at the granularity of individual connectionsp T

Multihoming to multiple Internet Service Providers (Ispsb:ompute the potential benefits bfmultihoming, we assume

ha_s tra_ldltlonally been employed by end-networks to eNSUtat the multihomed end-network has perfect information of
reliability of Internet access. However, over the past fearng,

mulihomina has been increasinaly leveraged for im rovinthe performance of thé ISPs at all time instances, and can
9 gy 9 P c%ange the way traffic is routed arbitrarily often.

wide-area network performance, lowering bandwidth COStS, - analysis of-multinoming shows that RTT performance

and optimizing the way in V.VhiCh upstream links are useq .[.j'éan potentially improve by up to 25% when an end-network
A number of products provide these route control capabditi onnects to 2 well-chosen ISPs. Similarly, we observe 20%

to large enterprise customers which have their own public ; .
. . , igher transfers speeds from multihoming to 2 or 3 ISPs. By
AS number and advertise their IP address prefixes to f , " .
) o udying the composition of the best set of ISPs to multihome
upstream ISPs using BGP [2]-[4]. Recognizing that not .

. : . , we make observations on how an end network must select
enterprises are large enough to warrant BGP peering with, IS . . . ,
another class of products extends these advantages tcesmgﬁ ISP to obtain the maximum possible performance benefits.

P 9 The second question asks if, and how, the above potential

g}utlﬁg(s);nefo(;ﬁig'ifist'eogs\gzgp %(; rr]r?etzcuhsaeniz ?nz Efg;[?]élﬁ‘:lbeneﬁts can be realized in practical multihoming scenaflios
¢ ¢ P trol but aside f y Kei at d IF')E {fis end, we explore several design alternatives for etiigic
Or route control but aside from marketing statementsel performance benefits from multihoming in practice. Our ®cu

known gbout their quantitative benef'ts' is on enterprise networks with multiple ISP connections. We
In this paper, we present an in-depth study of the per-. - . . .
' : . rimarily consider mechanisms used for inbound route obntr

formance benefits of multihoming route control product

since enterprises are mainly interested in optimizing netw

Specifically, we seek to address the following wo quesuonf)erformance for their own clients who download content from
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Fig. 1. The cities and distribution of ISP tiers for nodes ur measurement testbed are listed in (a). The geographitidocis shown in (b). The area of

each dot is proportional to the number of nodes in the region.

strategies for multihomed enterprises to estimate thaiat network. This is similar to the approach adopted in [8]. Our
neous performance of their ISP links. We employ NAT-basadstbed consists of 68 Akamai CDN server nodes spanning
techniques to control the inbound ISP link used by entezpri$7 U.S. cities, averaging about four nodes per city. The
connections. We address a number of practical issues sucades are connected to commercial ISPs of various sizes. To
the usefulness of past history to guide the choice of the bestable emulation of multihoming, we choose the nodes in
ISP link, the impact of sampling frequency on measuremesdch metro area so that no two servers in a city are attached
accuracy, and the overhead of managing performance infty-the same ISP. The cities we measure at, and the tiers
mation for a large humber of destinations. We evaluate thesethe corresponding ISPs (derived from [9]) are shown in
policies using several client workloads, and an emulatetbwi Figure 1(a). The geographic distribution of the testbedasad
area network testbed where delay characteristics are lmsedllustrated in Figure 1(b). We emulate multihomed netwarks
a large set of real network delay measurements. 9 of the 17 metropolitan areas where there are at least 3 ISPs—

Our evaluation shows that active and passive measuremeittanta, Bay Area, Boston, Chicago, Dallas, Los AngelesyNe
based techniques are equally effective in extracting thre p&ork, Seattle and Washington D.C.
formance benefits of using multiple ISPs, both offering dbou We note that, by the choice of our measurement nodes
15-25% improvement compared to using a single ISP. Weamely well-provisioned Akamai servers), our measurdmen
show that the most current sample of the performance tondl reflect the performance benefits for large enterprises o
destination via a given ISP is a reasonably good estimatora#mpus networks with good connectivity to the Internet. We
the near-term performance to the destination. We show ltleat stress that the measurement results we report may not atitoma
overhead of collecting and managing performance informnatiically apply to other settings, such as multi-homed homesjse
for various destinations is negligible. at least not quantitatively. We do note that our results old

This paper is structured as follows. We discuss the RTT aft home users with very high-speed broadband connections.
throughput improvement from route control in Section Il. IiThis is common in East Asian countries; market studies ptedi
Section I, we describe our enterprise multihoming salnti that broadband speeds in the US will raise to several tens of
and the various strategies for estimating ISP performanitbps by 2010.
and for route control. Section IV describes our route cdntro Next, we describe our data collection methodology. Then,
implementation in further detail. In Section V, we discuss t we present the key measurement observations in the follow-
experimental set-up and results from our evaluation of theg order. First, we present the improvements in RTT and
solution. Section VI discusses some limitations inheremr throughput performance from usingmultihoming. Second,
approach. Related work is presented in Section VII. Finallwe explore whether the improvements due to multiple are
Section VIII summarizes the contributions of this paper.  skewed by certain destinations, time of the day or day of the

week. Finally, we explore the impact of a suboptimal choice
I[I. MULTIHOMING IMPROVEMENTS of ISPs on observed subscriber performance.

We first study the potential performance improvements )

from multihoming route control via RTT and throughpuf’- Data Collection

measurements taken over a large testbed consisting of node&/e draw our observations from two datasets collected on the
belonging to the server infrastructure of the Akamai CDNestbed described above. The first data set consists okactiv
The key technique we use in our measurements and analyld@§ P downloads of small objects (10 KB) to measure the

is to emulatea k-multihoming scenario by selecting a fewturnaround timedetween the pairs of nodes. The turn-around

nodes in a metropolitan area, each singly-homed to a differdéime for such HTTP requests is the time between the transfer
ISP, and use them collectively as a stand-in for a multihomefl the last byte of the request from the Akamai node and the
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Fig. 3. These figures show the improvements, per-destmatiom 3-multihoming relative to 1-multihoming.

receipt of the first byte of the response from the origin servevith that from using the best ISP in a candidate multihoming
Hence, the turnaround time offers a reasonable estimateoption. We average this ratio over transfers to all clients,
network delay. Since Akamai servers are well-provisiomesl, and report the minimum normalized performance metric (the
expect that the observed turnaround time is constitutedlsnaiminimum is taken over all candidate options). We compare
by network delay, with almost no delay due to the Web servenly those transactions for which there was a successful
itself. Every 6 minutes, we collect turnaround time sampldsansfer over all ISPs at roughly the same time.

between all pairs of nodes in our testbed.

Let Mp.s:(A;,t) denote the best turnaround time for a

The second data set contains throughput measurements ftoansfer toA; (i = 1,...,68) at time ¢, across all ISPs in
active downloads of 1 MB objects between the same set afcity. For ak-multihoming optionO Py, let Mop, (A;,t) be
node-pairs. These downloads occur every 30 minutes betwda® best turnaround time across ISPs in the(@é&%. Then,
all node-pairs. Throughput is the size of the transfer (1 MBhe RTT performance benefits from the optio®, is:

divided by the time between the receipt of the first and last
bytes of the response data from the server (source). This may RI7Top, =
not reflect the steady-state TCP throughput along the path.

Zi,t(MOPk (Ala t)/MbBSt (Ala t))
Numuvalid(t)

Since our testbed nodes are part of a production infrastrddie sum is over alt when transfers occur from all ISPs in
ture, we limit the frequencies of all-pairs measurements. The city to A;. Numuvalid(t) is the number of such instances.
ensure that all active probes between pairs of nodes obseéi@ compute throughput benefits in a similar fashion:

similar network conditions, we scheduled them to occur wvith
30s of each other for the RTT data set, and within a 2 mins
of each other for the throughput data set. For the latter, we

Zi,t (MbESt (Ala t)/MOPk (AZ, t))

Th =
TUOP: Numuoalid(t)

also ensure that an individual node is involved in at most ofiée difference in the definition of the RTT and throughput
transfer at any time so that our probes do not contend fayetrics arises from the fact that we are interested in how
bandwidth at the source or destination network. The trassfénultihoming canlower RTTs andincreasetransfers speeds.

may interfere elsewhere in the Internet. Also, since oubtss

In Figure 2, we plot the above RTT and throughput metrics

nodes are all located in the U.S., the routes we probe &hé¢e tok-multihoming as a function of the number of ISPs.
U.S.-centric. The RTT data was collected from Thursday, Dd#vo key facts are apparent from Figure 2(a). Firstly, the
4, 2003 through Wednesday, Dec 10, 2003. The throughgverage RTT improves dramatically when the subscriber uses
measurements were collected between Thursday, May 6, 20o@ best set of 2 or more ISPs, relative to using the single

and Tuesday, May 11, 2004 (both days inclusive).

B. k-Multihoming Improvements

best ISP. The metric is lowered by 0.4, reflecting an average
25% improvement in RTTs. Intuitively, this occurs because a
second, well-chosen ISP could potentially double the diter

in paths to various destinations. This improved choice in

To understand performance benefitskemultihoming, we paths could in turn help ISPs avoid serious performance
adopt the following simple methodology: For each downloagroblems along any single ISP’s paths. Secondly, there is
we compare the client-perceived turnaround time achievetfong evidence of diminishing returns. Beyond 3 or 4 ISPs
by using the best ISP among all those available in the cithe marginal benefits from additional ISPs is small. Agdirs t



4 IEEE/ACM TRANSACTIONS ON NETWORKING, APRIL 2008

0.8’
06 | 1

04} 1

Mean ——
10th percentile -------
Median -------
90th ;‘Jercemile‘

Mean —— |
10th percentile -------
Median -------
90th ;‘Jercemile‘

02|

Fraction of paths with difference < x

Fraction of paths with difference < x

0 ! ! ! ! J 0 ! ! ! !
0 5 10 15 20 25 30 35 40 0 1 2 3 4 5 6 7 8

Difference in turnaround times (ms) Difference in throughputs (Mbps)
) ) (@) Turnaround time ) (b) Throughput
Fig. 4. Mean, median, 10th percentile and 90th percentil& Riprovements.
1 T T T T . 1 T T T T
08 - P - = 08 - ) ?j,;:—i':?'f—f:’ : ]

06 - T T B 06 -

Fraction

04 - 0.4

Fraction of paths with difference < x

o Morning i Monday
L Noon ------- i L Tuesday ------- i
0.2 P Afternoon ------- 02 ‘,,‘/ Thursday -------
i Evening Friday
4 Weekends and Nights -~~~ Weekend ---~
0 L L ! h 0 L L L 1
0 5 10 15 20 25 0 5 10 15 20 25
Difference in turnaround times (ms) Difference in turnaround times (ms)
(a) Time-of-Day effects (b) Day-of-Week effects
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occurs because a fourth or a fifth ISP can provide very littl@ther statistics. Figures 4(a) and (b) plot the average, median,
additional diversity above what a well chosen set of 3 or @nd the 10th and 90th percentiles of the difference in RTT
ISPs already provides. In terms of throughput, multihomingnd throughput betweed-multihoming and1-multihoming.
improves performance by as much as 20% relative to a singse Figure 4(a) we see that the median difference is fairly
ISP (see Figure 2(b)). small. More than 90% of the median RTT differences are
less than 10ms. However, the 90th percentile of the diffezen
is much higher with roughly 25% greater than 20ms. The
C. Unrolling the Averages 90th percentile throughput differences in Figure 4(b) dse a
o - 0 X
Next, we present the underlying distributions in the pe —'g?'g?nrt].f.cma?]ﬁrt:gnog mt;ﬁz ?nb;dq;ﬁ?rfr)om tL\e tltrg?r.r We see
formance improvements to understand if the averages t?% tlgoé/l ! ter than 3 I\I/Ib _lfjhg pu bl i
particularly skewed by: (1) certain destinations, or (2w f abou 0) are greater than ps. 'hese observations
: . . .__.suggest that while multihoming improves the overall perfor
measurement samples on which multihoming offers 5|gn|ﬁ-
. . ance of all transfers by modest amounts, the performance
cantly better performance than a single ISP or (3) by tlme-orlx:c Il vet sianificant fracti Idi bstahii
day or day-of-week effects. of a small yet significant fraction could improve substdiytia

when traffic is scheduled carefully across ISP links.

Performance per Qestination.ln Figure 3(a)., for each city, Time-of-day and day-of-week effectslt might be expected
we show the d_|str|bpt|on of the average d'ffefe”‘:e be_me‘ﬁll]at 1-multihoming would perform particularly worse than 3
the best3—_mult|hor_n|ng pa_th and the path via the Slngl(?‘nultihoming during peak periods. In Figure 5(a), we examine
best ISP (i.e., a single point represents one destinatitm). time-of-day effects on the average difference in roung-tri
llustrate, for a subscriber_in S_eattle, 3-multihoming nmes times. Notice that the RTT performance improvement does
thi average RTT per destination by more than 10ms for ab%ﬂtow a correlation with the time of the day. While the improve
60% of th? de_stmauons, and more than 15ms fqr about 3%%nt due to careful route selection is minimal in the evesing
of the destln_atlon_s. In Los Angeles, _however, the IMProveime, , weekends, the differences are more pronounced dueng th
due _to multlhomlqg Is less drar_natm. For about 600/‘_’ of tD(%maining time periods. We also examine weekly patterns to
destinations, the |_mprovem§nt n the average RTT_ IS UNG¢&termine whether the differences are greater duringqodati
5ms.. The key point to notice Is '_[hat, for the 9 cities V_Vﬁays of the week (Figure 5(b)). The correlation between the
consider, therg_emst a few destinations to which multifregni performance improvements and the days of the week is not as
can offer significantly |mproved RTT_ pgrfor_mance. significant. As expected, we observe the improvements to be
In Figure 3(b), we consider the distribution of the averaggerior during weekends. However, the improvements fer th
throughput difference of the bestmultihoming path and the yihar days of the week are not substantially different.
best single ISP. We see the throughput difference is more tha
3 Mbps for 15-40% of the destinations. We also note that, )
for 1-10% of the destinations, the difference is in exces8 of2: Impact of the Choice of ISPs
Mbps. As with RTT, these observations imply that the transfe Figure 6 illustrates the impact of choosing a sub-optimal se
speeds to certain destinations could be substantiallyehiglof ISPs for k-multihoming. We assume that, given a choice
when the subscriber is multihomed. of ISPs, a subscriber always uses the best ISP among the
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available set for its transfers. Comparing Figures 6(a)Zayl end network was able to control the ISP link taken by traffic
for k < 4, we see that the average RTT performance metmntering the network. To realize these potential perforcean
due arandom choice of k ISPs is more than 50% higherbenefits in practice, we must address the following issues:
(e.g.,k = 2 for Chicago). The difference between optimal anfll.a) How should end-networks monitor the performance of
random choices of ISPs is substantial even for higher valu&P links? Is active probing better than passive obsematio
of k. In Figure 6(b) we show the performance metric of thél.b) A related question is which destinations to monitor.
worst k-multihoming option. A poor choice of upstream ISPShould the end network probe all possible destinations via
could result in performance that is at least twice as badeas #ach ISP link? Does this give rise to scalability issues?
optimal choice (compare, for example= 2 for Chicago, in (2) How should the end network estimate the future perfor-
Figures 6(b) and 2(a)). Therefore, while multihoming affermance of an ISP to a destination? This is key to determining
potential for significant performance benefits, it is cru¢ta which ISP the end-network must use for the destination.
carefully choose the right set of upstream ISPs. Should it simply rely on the most recent performance estmat
Finally, we explore the relative RTT performance fronas being indicative of the ISP’s future performance to the
various strategies for selecting ISPs. In particular, Fégi(a) destination? Or, does the end-network stand to gain mone fro
compares the RTT performance of optimal, random and worgtacking the historical performance of the ISP?
case choice of multihoming ISPs for a subscriber in Sg8) Finally, how should the end-network direct traffic to use
Francisco. In addition, we show the RTT performance metrihe chosen ISP links for a destination? The are two issues
for the case when the subscriber multihomes to the kophere: outbound control — scheduling outgoing traffic on the
individual ISPs (in terms of their average RTT performancejight output interface — and inbound control — ensuring that
Not only does selecting the tapindividual ISPs out-perform incoming traffic arrive on the right input interface.
a random choice, it also provides similar RTT performance asFigure 8 illustrates the three sets of issues outlined above
the optimal choice. Nevertheless, a more informed selectigve stress that answering these issues is key to determining
of ISPs (than simply choosing the tdg) could yield up to the usefulness of route control in practical settings. la th
5-10% better RTT performance on average (see, for exampiest of this section, we discuss the functional design of¢he
k = 3,4 in Figure 7(a)). We show a similar set of results fosteps. We discuss the implementation details and analyze
Los Angeles in Figure 7(b). In this case, choosing the kop design trade-offs for each step in Section IV. We evaluate th
ISPs yields identical RTT performance as the optimal choiogesign trade-offs using emulation experiments, and laypest
common route control design practices in Section V.

IIl. PRACTICAL ROUTE CONTROL

So far, we studied the potential improvements from muft- Monitoring ISP Links
tihoming by analyzing an ideal form of multihoming that The first issue is selecting the right ISP link to direct each
was driven by certain key assumptions: First, the end-ngtwdransfer. This choice depends on the time-varying perfogeaa
had perfect information of the performance of ISP links foof each ISP link to each destination being accessed. However
each destination. Second, the end-network did no incur amgtwork performance could fluctuate, very substantially on
overhead in moving traffic across ISPs over time. Third, th@me occasions [10]. A multihomed enterprise, therefore,
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= w S100 An important issue is whether historical data about ISPqrerf

mance to a given destination should be employed. In general,
the performance of an ISP to a destination can be tracked
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e.g., an Exponentially-Weighted Moving Average (EWMA). If
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EWMA, (P,D) = (1—e (mtim/o)s,
" e*(tiftifl)/aEW]\/[Atifl (P7 D)

2. Choose best
provider
(e.g., ISP 3)

Enterprise

Fig. 8. Three main operations of a route control system.

needs effective mechanisms to monitor the performance fgherea > 0 is a constant. A smaller value ef attaches
most, if not all, destinations over each of its ISP links. fEne less weight to historical samples. = 0 implies no reliance
are two further issues in monitoring performance over ISP history. At any time, the ISP with the best performance as
links: what to monitor andhow. In the enterprise case, onecalculated above could be chosen for a given transfer. When n
would ideally like to monitor the performance from evenjistory is employedd = 0), only the most recent performance
possible content provider over each ISP link. However, thgample is used to evaluate the ISPs and select the best.
may be infeasible in the case of a large enterprise which

accesses content from many different sources. A simplerema. Directing Traffic Over Selected ISPs

scalable solution to this problem is to monitor only the most 1g next step is to direct the traffic from the destinationrove
important or popular destinations. But, how can we track thge chosen link. Controlling the outbound direction of ficaf
most popular destinations in a scalable and efficient MaNN&reasy and well-studied. Our focus, rather, is onitheound
while also accommodating temporary shifts in popularitg(e rqe controlmechanism. Inbound control refers to selecting
due to events such as flash crowds)? In Section IV, we outligg, right ISP orincominginterface on which taeceivedata.
several approaches to track the popularity of destinaiio@s £ an enterprise network, the primary mechanisms availabl
timely and scalable manner. are route advertisements and use of different addresses for
For the second question, two common approaches are actiferent connections.
and passive monitoring. In active monitoring, the multitesm  |f an enterprise has its own IP address block, it can adeertis
enterprise performs out-of-band measurements to or fr@n sgifferent address ranges to its upstream ISPs. Considée a si
cific destinations. These measurements could be simples pingultihomed to two ISPs which owns/49 address block. The
(ICMP ECHO_REQUEST) or TCP SYN packets. The measure-site announces part of its address block on each ISP link (e.g
ments are to be taken over each ISP at regular intervalsvBasg /20 sub-block on each link). Then, depending on which
measurement mechanisms rely on observing the performageehe two ISP links is considered superior for traffic from
of ongoing transfers (i.e., in-band) to destinations, asithg! a particular destination, the site would use a source agdres
these observations as samples for estimating performaste Grom the appropriate/20 address block. This ensures that
the given ISP. To ensure that there are enough samples ayefincoming packets for the connection would traverse the
all ISPs, it may be necessary to explicitly direct transfarsr  appropriate ISP link. In cases where the enterprise is gimpl
particular links. In Section IV, we outline simple techn&su assigned an address block by its upstream ISP, it may be
to achieve fine-grained control over active or passive Bobenecessary to also send outbound packets via the desired ISP t
Another important factor in monitoring performance is thensure that the ISP forwards the packets. Notice that difter
time intervalof monitoring. A long interval between samplegechniques must be employed for handling connections teat a
implies using stale information to estimate ISP perforneandnitiated from the enterprise, and for those that are aeckpt
This might result in a suboptimal choice of the ISP link fomto the site from external clients. These are discussetl nex
a particular destination. While using smaller time intésva Initiated Connections: Handling connections initiated from
could address this issue, it could have a negative impactaas enterprise site requires ensuring that the remote conten
well. In active monitoring, frequent measurements infl&ie t provider transmits data such that the enterprise ultimatel
out-of-band measurement traffic causing additional badthwi receives it over the chosen ISP. Inbound control can be
and processing overhead; some destinations might interpaehieved by the edge router translating the source addrease
this traffic as a security threat. In passive monitoringgfrent the connections initiated from its network to those belaggi
sampling may cause too many connections to be directed ote@rthe chosen ISP’s address block (i.e., the appropriate
sub-optimal ISPs in an attempt to obtain performance sanplblock in the example above) via NAT-like mechanisms. This
As such, a careful choice of the interval size is crucial. Wensures that the replies from the destination will arriverov
evalute this choice in Section V. the appropriate ISP. We elaborate on this in Section IV-C.
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Accepted Connections:Inbound control over connectionsthe most popular sites, where popularity is measured ingerm
accepted into a site is necessary when the enterprise adt® hof aggregate client request counts, as follows: Hash entrie
Internet servers accessed from outside. In this case, imboalso hold the nhumber adiccessesnade to the corresponding
control amounts to controlling the ISP link on which a clientlestinations. Upon receiving a connection request for argiv
is forced to send request and acknowledgment packets to tlestination, we update the access count for the destination
Web server. This key challenge here lies in predicting tlieasing an exponentially weighted moving average (EWMA).
arrivals and forcing them to use the appropriate serveresddr The EWMA weight is chosen so that the access count for
Techniques based on DNS or deploying multiple versions tife destination is reset te-1 if it was not accessed for a
Web pages are commonly used to address this challenge. IBog time, say 1 hour. We use a hard threshold and monitor
example, the enterprise can use a different version of a baseformance to destinations for which the total number of
Web page for each ISP link. The hyperlinks for embeddedquests exceeds the threshold. This can be done by looking
objects in the page could be constructed with IP addresseslive entries in the table with the access counts excegdin
corresponding to a given ISP. Then, arriving clients wowd kithe threshold. In a naive hash table implementation foktrar
given the appropriate base HTML page such that subsequém frequency counts of the various elements, identifyhey t
requests for the embedded objects arrive via the selecfgmpular destinations may take(hash table sizetime.

ISP. On the other hand, the essential function of the DNS-Other ways of tracking top destinations such as Iceberg
based technique is to provide the address of the “apprefiriaQueries [12] or Sample-and-hold [13], may not incur such
interface for each arriving client. Our focus in this papean overhead. Nevertheless, we stick with our approach for

however, is on enterprise-initiated connections. its simplicity of implementation. Also, as we will show late
the overhead from looking for the popular hash entries in our
IV. | MPLEMENTATION DETAILS implementation is negligible. Note that this approach duoas

We extend a simple open source Web proxy calldiecessarily Ii.mit the act_ual number of popular destinajon
TinyProxy [11] to implement the above multihoming routd©r example in .the_relatlvely unlikely case that a very large
control functions. TinyProxy is a transparent, non-caghiflUmber of destinations are accessed very often.
forward Web proxy that manages the performance of Web
requests made by clients in a moderately-sized, multihomed
enterprise. Below, we present the details of our implentema o
of the three basic multihoming components in TinyProxy. For The tres 1SPs are 0, 1.2
the sake of simplicity, we assume that the proxy is deployed |swanwonen
by a multihomed end-network with three ISP links. e TSP e want o 65

for a given destination

Samp_int is the sampling Initiate connection
interval to destination with Set ISP_to_test =P
SrclP = IP[ISP_to_test]
Wait for destination to respond
and

obtain performance sample
Update destination

hash entry

Incoming connection
attime T

Is destination
popular?

A. Performance Monitoring Algorithms

DefaultlP is different from
the ISP IP addresses

Passive Measurement.The passive measurement module
tracks the performance to destinations of interest by sagpl
ISP links using Web requests initiated by clients in the
enterprise. This module uses new requests to sample an ISP’s 4{ ety | [ e connecton F
performance to a destination if the performance estimate fo ‘ | e ~coae
that ISP is older than the predefined sampling interval. éf tiFig- 9. The passive ISP monitoring scheme.
module has current performance estimates for all links) the Figure 9 shows the basic operation of the passive monitoring
the connection is directed over the best link for the deitina scheme. When an enterprise client initiates a connectimn, t
The module maintains a performance hash table keyed by suheme first checks if the destination has a corresponding en
destination. A hash table entry holds the current estimatesthe performance hash table (i.e., it is labeled populér).
of the performance to the destination via the three ISR, the connection is simply relayed using an ISP link chose
along with an associated timestamp indicating the last timandomly, in a load-balancing fashion. If there is an entry
performance to the destination via the ISP was measured. Tior the destination, the passive scheme scans the timestamp
is necessary for updating the EWMA estimate of performander the three ISPs to see if the elapsed time since the last
Notice that without some explicit control, the hash tablmeasurement on any of the links exceeds the predefined
maintains performance samples to all destinations, imetud sampling interval If so, the current connection is used to
those rarely accessed. This could cause a high overheadsahple the destination along one such ISP link.
measurement. Also connections to less popular destirgtionIn order to obtain a measurement sample on an ISP link, the
may all used up for obtaining performance samples. Whiteheme initiates a connection to the destination using eceou
maintaining explicit TTLs per entry might help flush outP address set such that the response will return via the link
destinations that have not been accessed over a long pebethg sampled. Then, it measures tien-around timefor
of time, it does not guarantee a manageable measurentbet connection, defined as the time between the transmission
overhead. Also, TTLs require maintaining a separate timef the last byte of the client HTTP request, and the receipt
per entry, which is an additional overhead. In view of thigf the first byte of the HTTP response from the destination.
we limit performance sampling to connections destined fdhe observed turn-around time is used as the performance
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sample to the destination, and the corresponding entryean tprobes, with different source IP addresses, corresporging
hash table is updated using the EWMA method (Section IlI-Bhe three ISPs, and waits for the destination to respon@eSin
The remainder of the Web request proceeds normally, with tive found that a large fraction of popular Web sites filter
proxy relaying the data appropriately. If all of the ISP knkICMP ECHO REQUEST packets, we employ a TCP-based
have current measurements (i.e., within the samplingvatgr probing mechanism. Specifically, we send a TEMN packet

the proxy initiates a connection using the best link for theith the ACK bit set to port 80 and wait for aRST packet
destination by setting the source IP address appropridddy from the destination. We use the elapsed time as a sample
discuss these details in Section IV-C. of the turn-around time performance. We found that most

Active Measurement. Similar to passive measurement, théités respond promptly to th8YN+ACK packets. When a
active measurement scheme also maintains a hash tabld®§Ponse is received, we update the performance estimates
the performance estimates to candidate destinations beer {0 the destination for the corresponding ISP, along with the
three ISPs. For active measurement, we use two technique§@asurement timestamp. If no response is received from a

identify which destinations should be monitored. destination (which has an entry in the performance haske}abl

. . then a large positive value is used as the current measutemen
FreguencyCounts. Again, in this scheme we track the number. ge p

of client requests directed to each destination. EVErgec- sample of the performance.
onds, we initiate active probes to destinations with attleas g Switching ISPs

threshold number of requests. After updating all ISP entries for a destination in the

performance hash, we switch to a new ISP only if it offers
Every Samp.int secons at least a 10% bettter RTT performance over the current best
) Sreeomeaemens ISP for the destination. Since the hash entries are updated a
most once everyl' seconds (in either the passive or active
measurement schemes), the choice of best ISP per destinatio
also changes at the same frequency.

Active measurement
thread

3. Probe unique destinations

Incoming
Queue size connection
>C?

—

s, ] Enqueue C. NAT-based Inbound Route Control
/’ Our inbound control mechanism is based on manipulating
g NAT tables at the Web proxy to reflect the current choice of
Fig. 10. TheSlidingWindowmonitoring scheme. best ISP. We use thept abl es packet filtering facility in

Sidinawind Thi h I ind f i the Linux 2.4 kernel to install and update NAT tables at the
CI t;]n% n tOW thI:C’SC ertne malgtams a W'g dowt_o t_s'z roxy. The NAT rules associate destination addresses hith t
at contains most recently accessed destinalioNgeq;|sp Jink such that the source address on packets directe

The r:/_\/lr;dgw tI'S |tr_npler?ented asl a f_'t)_(e,:j d5|ze FIF? AUEURy 3 destination in the table are translated to an address tha
in which destinations from newly initiated connections arg ..o nced to the chosen ISP.

inserted. If this causes the number of elements to exc¢ged For example, suppose ISP 1 is selected for transfers in-

then the OI_deSF in the window _is removed. Evéfyseconds volving destination 1.2.3.4 and the addresses 10.1.1.1 was
(the sampling interval), an active measurement threadssc%nounced over the link to ISP 1. Then we insert a NAT

the Wir_ldow gnd chqosem% O_f th_e elements _at ranOIOm‘rule for the destination 1.2.3.4 that: (1) matches packtts w
After discarding duplicate destinations from this subseg a_source IP oflef aul t I P and destination 1.2.3.4, and (2)

active-measurement scheme measures the performance tq, )¢ ates the source IP address on such packets to 10.1.1.1

remaining destinations along the ISPs (see Figure 10).  ntice that if the NAT rule blindly translates the source IP
The two active schemes offer distinct trade-offs. No'ucgn all packets destined for 1.2.3.4 to 10.1.1.1, then it will

that both the schemes effectively sample the performancen@t be possible to measure the performance to 1.2.3.4 via ISP
destinations that are accessed more often relative to snth%r assuming that a different IP address, e.g., 10.1.1.2, was
However, there are a few key differences. FilSBquency- announced over the link to ISP 2. This is because the NAT

Countsis deterministic since it works with a reasonably preg,nqjates the source address used for probing 1.2.3.4sacro
cise set of popular destinationSlidingWindow on the other I?P 2 (i.e., 10.1.1.2) to 10.1.1.1, since ISP 1 is consideved

he}nd, may e|t|herdm|s_s a few popular destinations, Or SAMRYE the pest for destination 1.2.3.4. To get around this prabl
a few unpopular destinations. SecoRtkquencyCounts its in our implementation, we simply construct the NAT rule to

simplest form, cannot ea5|_ly tr_ack small, short-term shift _only translate packets with a specific source IP address (in
the popularity of the destinations. These new, temporarilyic casedef aul t | P). Measurement packets that belong to

ceed the threshold and force performancg sgr_npling for thel’irl]easurement) are sent with the appropriate source address,
even though they are popular for a short tirBédingWindow corresponding to the ISP being measured.

on the other hand, can effectively track small shifts in the
underlying popularity distribution of the destinations. V. EXPERIMENTAL EVALUATION

Active Probe operation. Once a destination is selected for In this section, we describe our experimental evaluation of
active probing, the active measurement scheme sends thteedesign alternatives proposed in Section V. These declu
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the performance of passive versus active monitoring sckemehere i is sampled from the sef10.1.1.1,..., 10.1.1.100
sensitivity to various measurement sampling intervald,ttie according to a Zipf distribution with an exponeat2. In our
overhead of managing performance information for a large svaluation, we set the parameters of the monitoring schemes
of target destinations. We focus on understanding the benefpassive and active) so that the average rank of the destisat
each scheme offers, including the set of parameters thalt reprobed is 20, meaning that we explicitly track the top 40

in the maximum advantage. most popular sites during each experiment. The object sizes
requested by the client are drawn from a Pareto distribution
A. Experimental Set-up with an exponent of 2 and a mean size of 5KB.

We describe our testbed and discuss how we emulate realishd€ £ in the topology runs the Web proxy (TinyProxy). It

tic wide-area delays. Then we discuss key characteristiteeo 'S configured with one “internal” interface on which the pyox
delay traces we employ in our emulation. Finally, we discudistens for connections from clients within the emulateteen

the performance metrics for comparing various schemes. prise. It has another interface with three IP aliases, 3QL1.
10.1.3.2 and 10.1.3.3, each representing addresses amtbun

Destinations accessed over the three ISP links. NodP is adelay elementrunning
by the enterprise. ~ & n‘ WaspNet [14], a loadable kernel module providing emulation
X ’ ﬂ ’ { of wide-area network characteristics on the Linux platform
< & | L p= We modify WaspNet to enforce packet delays (along with
2{ { -T S100 drops, and bandwidth limits) on a pessource IP, destination
| IP> pair basis. We also modify it to support trace-based

network delay emulation as illustrated in Figure 11(b).

To recreate realistic network delays between the clients an
the servers in the testbed, we collect a set of wide area delay
measurements using the Akamai content distribution né¢wor
We pick three Akamai server machines in Chicago, attached
Route to unique ISPs. We run pings at regular intervals of 10s from
= controller these nodes to 100 other Akamai servers located in various
US cities and attached to a variety of ISPs. The measurements
were taken over a one-day period on Dec 7th, 2003. The three

~ Enterprise Akamai machines in Chicago collectively act as a stand-in fo
10411 (&) Multhomed enterprise - 4 a multihomed network with three ISP links. The 100 Akamai
10112 . servers probed represent destinations contacted by etesno
o11s - Client2 in the multihomed network. We use the colected delay samples
T 10133 — Client 3 as inputs to the WaspNet module to emulate wide-area delays.
is D ip c . L . L .
_. . 10-1-3-2. ._ _ Compressing time.lt is quite time-consuming to emulate the
_ entire day’s worth of delays, multiple times over, to testlan
101.3.3 tune the parameters in each scheme. One work-around could
10.1.1.98] o o3 L Client 98 be to choose a smaller portion of the delay traces (e.g., 2
0 10ms , hours). However, a quick analysis of the delay traces wecbll
10.1.1.99 1 13me — Client 99 : o
i ; shows that there is not much variation in the delays along
10.1.1.100¢ . | Client 10C

: the probed paths on a 2-hour timescale. Since our goal is to
24 oms understand how effective each scheme is over a wide range

i i ) Sped ropolo | f ti ditions, it is important to test h Il th

Fig. 11. The simple test-bed, shown in &J), is used to emutaeroute Ol Op€rating conditions, It IS important to test how well the

control scenario shown in (a). schemes handle frequent changes in the performance of the

We use the simple testbed topology of Figure 11(bynderlying network paths. With this in mind, we compress
Our goal is to emulate a moderately-sized enterprise withe 24-hour delay traces by a factor of 10, to 2-hour delay
three ISP connections and a client population of about 1@ces and use these as the actual inputs to the WaspNet delay
(shown in Figure 11(a)). Nodé& in the topology runs a module. In these 2-hour traces, performance changes in the
simple lightweight Web server and has one network interfat@derlying paths occur roughly 10 times more often when
configured with 100 different IP aliases—10.1.1.1 througgPmpared to the full 24-hour trace. The characteristicsef t
10.1.1.100. Each alias represents an instance of a Welrserv@-hour delay traces collected from the nodes in Chicago are
10.1.1.1 is the most popular and 10.1.1.100 the least popufown in Table I, column 2.

C runs 100 instances of clients which make requests to theTo ensure that the delays measured from Chicago were
Web sites 10.1.1.1 through 10.1.1.100. The inter-arriva¢$ not significantly different from other major cities, we aait
between requests from a single client are Poisson-diségbusimilar traces from sources located in New York and Los
with a mean of\ seconds. Notice that this mean inter-arrivaAngeles. These traces were collected on March 20th, 2004.
rate translates into an average request ratgi%frequests per The statistics for these latter traces are shown in columns
second at thes. Each client request is for th&" destination 2 and 3 of Table |. These statistics show that the Chicago-
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based traces we use in our experiments have roughly the samoekloads. These workloads represent various stressslevel
characteristics as those collected at the other metros.I8e ahe serverS, while also ensuring that it is not overloaded.
conducted s subset of the evaluations on the New York afitle high variability in response times in overload regimes
Los Angelestraces. We note that the results obtained frem tihight impact the confidence or accuracy of our comparison
latter traces (not presented in this paper) were qualithtiv of the proposed schemes. Next, we present results from our

similar to those obtained from Chicago traces. experimental evaluation of the route control schemes.
Chicago| NYC LA
Mean time between 79s 101s | 105s ©
performance changes E
Standard deviation of 337s | 487s | 423s g
time between changes =
Mean extent of £33% [ £28% | £34% <
performance change 7
Standard deviation of +26% | £22% | £27% é 12} g S
extent of change 2 B SP1 e
Mean time between 208s | 261s | 245s E it ISP2 --x--
performance changes of 30P6 = . ) ) ) | Passive - No History (Interval = 30s) @

TABLE | 2 4 6 8 10 12 14 16 18 20
CHARACTERISTICS OF THE DELAY TRACES Average client arrival rate (requests/s)

Fig. 13. R for the passive scheme with EWMA parameter= 0 and
Comparison Metric. We compare the response time of transampling interval of 30s.
fers when using a particular scheme (iBesp s, scheme), for
a transferr), with the response time when the best of the thrégﬂgﬁir;?;tsrotgmerl?)tofl:éem Ct:r?emr(z'ss-{/hee maeggsrjrgearfenﬁeb;se d
ISPs is employed for each transfendp{ Resp( 1sp,)}) t0 chemes is Fs)hown in Figure 13pHere we set the EWMA
compute the following “performance metric” for the scheme? 9 : ’
parametery = 0 so that only the current measurement samples

R _ 1 Resp(e,scheme) are used to estimate ISP performance, and select a sampling
scheme w Z
x

ming{ Resp(z 1sp,) interval of 30s. The figure plots the performance for the five
_ ) client workloads. In addition, we show the performance from
||| is the total number of transfers. The clogeris to 1, the using the three ISPs individually. The performance improve
k?e“er the performance of th? scheme. We compute FeSPORRént relative to the best individual ISP is significant—atbou
times for a transfer from using the best ISP (terms in thgy 5504 for the heavy workloads (right end of the graph) and
denominator above) in an offline manner: we simply forcg,,t 10-15% for the light workloads (left end of the graph).
the t_ransfer to use the thre(_e ISPs in turn, and select the IR, performance is still about 15-20% away from the optimal
offering the best response time. value of 1. The results for other sampling intervals (60€s12
300s and 450s) are similar, and are omitted for brevity.
B. Experimental Results

Our experiments are conducted on Emulab [15] using
600MHz Pentium Ill machines running Red Hat 7.3.

T T T T
Difference in response timeg ------z.---"""

08 |- 7 ]

06 - i R
1000 : . T T T

T T T
Load on server —+—
04 4 4

Fraction of improvements < x

;

ol v e P S R
-12 -1 -08 -06 -04 -02 O 02 04 06 08 1 12
Difference of response times (s)

Fig. 14. Response times from using the passive schemeveetatusing just
ISP 3. The client arrival rate is 13.3 requests/s.

Mean response time per packet (ms)

0 ! ! ! ! ! ! ! ! !

0 5 10 15 20 25 30 35 40 45 50

Average dlient arrival rate (requests/s) Figure 14 illustrates the distribution of the absolute re-
Fig. 12. Response time, per KB of the request, as a functioiheflient Sponse time improvements offered by the passive measutemen
arrival rate at the server in our testbed. scheme (fora = 0 and sampling interval = 30s) relative to

Selecting the Client Workloads.In Figure 12 we show the P€ing singly-homed to the best ISP from Figure 13, i.e., ISP
average response time per KB of client requests (i.e., tﬁe The passive measurement scheme improves the_response
completion time for a request divided by the size of the regqudiMe performance for over 65% of the transfers. Notice that
in KB), as a function of the average arrival rate of clients 4f€ Scheme can improve the response time by more than 1s
the servers (i.e., aﬂ requests/s). The response time quickl{Pr Some transfers. Notice alsp that the passive measutemen
degrades beyond an arrival rate of about 15 requests/s BeyBased scheme ends up offering sub-optimal performance for
which it increases only marginally with the request rate. WaPout 35% of the transfers.

select five different points on this load curve (highlightedEmploying History to Estimate Performance. Figure 15
corresponding to arrival rates of 1.7, 3.3, 10, 13.3 and PMots the performance of the passive measurement scheme
requests/s , and evaluate the proposed schemes under tf@sdifferent values ofx. These correspond to assigning 80%,
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that longer sampling intervals surprisingly offer slightletter

15 ] performance for passive measurement. To understand this
- B ' better, consider the curve for the 10 requests/s workload.

This arrival rate implies that an average fI" connections

are made by the clients eveffj seconds, wherd is the

14

13

12

Normalized response time metric

No History ——x— sampling interval. In order to obtain samples for a fraction
" Fasave - Sottvogn 2 | f of the 100 destinations over the three ISPs, the passive
L T s s 10 12 w1 1 2 measurement scheme will have to ford@0f connections
Average client arival ate (1equests/s) across the ISP links. This leaves a fractibn- 2% which
Fig. 15. Impact of history (passive strategy interval = 30s) are not employed for measurement, and could be routed along

the optimal ISP, assuming that the passive measuremedsyiel
50% and 20% weight to the current measurement sample asesonably accurate estimate of performance (About a dfird
the remaining weight to the past samples. Although we onlye connections employed for measurement can be expected
show results for a sampling interval of 30s, the performante be routed along their optimal ISPs). AS increases, the
from other interval sizes are similar. The figure also plofsaction of connections routed over the optimal path also
the performance when no history is employed € 0) and increases, resulting in a marginal improvement in perforcea
the performance from using ISP 3 alone. Notice that tHEhis explains the downward slopes in Figure 17(a). At the
performance from employing history is uniformly inferiorsame time, infrequent sampling (i.e., large valuesl'dfcan
in all situations, relative to employing no history. In facthave a negative impact on the overall performance. Thistis no
historical samples only serve to bring performance close itmmediately clear from Figure 17(a). However, Figure 17(b)
that from using the single best ISP. These results showhieat tvhich plots the performance fromrrequencyCountsas a
best way to estimate ISP performance is to just use the durremction of the sampling interval, sheds more light. A sainmpl
performance sample as an estimate of near-term performarncterval of 450s suffers a 5-8% performance penalty redativ
to a smaller interval such as 60s. Notice that in the case of
FrequencyCount$oo, aggressive sampling (e.g, an interval

16 T T T T T T T

T T
Passive —+—

5] Froguoscy Coums - of 30s) could slightly impact overall performance on some
b | occasions due to the increased software overheads at the pro
sl ] Overhead. Both passive and active measurement are about

10-20% away from the optimal performance. Three key fac-
tors contribute to this gap: (1) the accuracy of measurement
techniques, and correspondingly, the accuracy of ISP ehpic

12

11+

Normalized response time metric

T T e s 1 b 1w 1w 2 (2) overhead of measurement, and (3) software overhead,
Average client arrival rate (requestsis) specifically, the overhead of making frequent updates to the
Fig. 16. Active vs passive schemes (interval = 120s). NAT table and employing NAT rules on a significant fraction

of packets. To quantify the overhead in our implementation
due to these factors, we compare the performance derived
{rom the choices made by the route control proxy, with the
approach. Since our earlier results showed that historg doe performance when the best ISP choices are made in an offline

S X anner for each connection. Recall that in order to compute
help in improving performance, henceforth we present t:a-su[n

: . : : he performance metri®, we evaluated the response time of
in which no history is employed. We compare the performance ) .

each ISP for every transfer offline so that the best ISP limk fo
of the three measurement schemes for a common sampliin ; .
. ; : each connection was known, independent of the route control
interval of 120s across the five client workloads. Note tha

; echanisms. By combining these offline values with the
the two active measurement schemes offer comparable pertor . . .
.decisions made by the proxy, we can estimate the performance
mance. Unfortunately, the workloads we selected do nogbrin . X :
enalty due to incorrect choices, independent of the softwa

out oth(_ar underlying tradg offs of these schemes (A qdallgverheads (i.e., #2 and #3 above). The difference between th
comparison of these active measurement schemes is future . : )
. : resulting performance metric and 1 gives us the performance
work). Figure 16 also shows that the active measuremergebas . : .
enalty, excluding overheads of the implementation.

schemes offer slightly better performance than the passR/e

Active vs Passive MeasurementFigure 16 compares the
performance from the two active techniques (i.8liding-
Windowand FrequencyCounjswith the passive measuremen

measurement scheme: about 8-10% for the light workloads Passive| FreqCount | STidingwin
and 2-3% for the heavier workloads. This occurs because the Total

. .. . penalty 18% 14% 17%
passive scheme uses existing transfers to obtain samptessac Penalty from
potentia"y sub-optima| ISP links. inaccurate estimation| 16% 12% 14%

o . . Penalty from

Frequency of Monitoring. Figure 17 shows the impact of measurement and NAT 2% 2% 3%
measurement frequency on the performance for the passive TABLE I
scheme (Figure 17(a)) and tleequencyCountsictive mea- ANALYSIS OF PERFORMANCE OVERHEADS

surement scheme (Figure 17(b)). Each figure plots the sesult The penalties from the above analysis for the three proposed
for the five client workloads. From Figure 17(a) we noticechemes are shown in Table II, row 2. The client arrival rate
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(a) Passive measurement (b) FrequencyCounts
Fig. 17. The impact of sampling interval size.

is 13.3 requests/s and the sampling rate is 30s. In this,tabldnen a connection ends unexpectedly. This increases confi-
the numbers in row 1 show the actual performance penaltigsnce that the failed connection is due to a problem with
suffered by the schemes in our implementation, taking ale ISP link, as opposed to a transient effect. Also, in our
overheads into account (from Figure 17(a) and (b)). Notiégmplementation, paths to less popular destinations arexot
that a large portion of the overall penalty is contributedihy plicitly monitored. As a result, we may have to rely on passiv
inaccuracies in measurement and ISP selection (rows 1 afxbervations of transfers to unpopular destination to rensu
2 are almost identical). Measurement and software ovegheagick fail-over. For example, whenever the proxy observes
themselves result in a performance penalty of 2-3% (diffeee several failures on connections to an unpopular destinatio

between rows 1 and 2, shown in row 3). can immediately switch the destination’s default ISP to ohe
the remaining two ISPs for future transfers.
V1. ADDITIONAL OPERATIONAL ISSUES Balancing performance and resilience A key function of

The key findings from our study of the benefits of multiMmost route control products is to respond quickly to ISP

homing and of practical route control strategies are asvl @ilures. One of our findings is that even a relatively long
Potential improvements: Multihoming to 2-3 ISPs could S2MPling interval offers good performance benefits. But, a
improve RTTs by 25% and throughputs by 20%, on averad@.ng mferval can also slo_w the end-network’s reaction to
Choice of ISPs: The improvement in performance fromPaih failures, however. This can be addressed by sampling
employing more than 3 ISPs is marginal. A good heurist ach destination with a sufficiently high frequency, whiié s
to select ISPs is to simple to pick the top 3 individual ISPs<€ePINg the probing overhead low. For example, a sampling
Benefits in practice: The route control schemes we descriplfiterval of 60s with active measurement works well in such
can significantly improve the performance of client transfe 25eS: providing reasonably low overhead, good perforganc
at a multihomed site, by up to 25% in our experiments. (Figure 17(b)), and a failover time of about one minute.

Employing history: Using historical samples to monitor ISPISP pricing structures. In our study, we ignore issues relating
performance could prove detrimental. Also, the Currentrﬂam to the the cost of the ISP links. Different ISP connections
is a good estimator of near-term ISP performance. may have very different pricing policies. One may charge a
Active vs passiveBoth passive and active measurement-baséat rate up to some committed rate, while another may use
schemes offer competitive performance, with the lattezraffy Purely usage-based pricing or charge differently dependin
better performance for ||ghter client workloads. on whether the destination is “on-net” or “off-net”. A more
Sampling interval: The overhead due to aggressive perfoformal and thorough discussion of techniques for optingzin
mance sampling may slightly reduce the overall benefit 6P usage costs as well as performance may be found in [16].
route control schemes. Sampling on minutes’ timescale, (e.§/hile we do not explicitly consider how to optimize overall
605) seems to offer Very good performance overall. bandwidth COStS, we believe that our evaluation of activéd an
Low overhead: The overhead from measurements and updateassive monitoring, and the utility of history, are cential

to the NAT table are low. Most of the performance penahgeneral schemes that optimize for both cost and performance
arises from inaccuracies in measurement and estimation. About externally-initiated connections. Our implementa-
tion primarily considered handling connections initiafeoim
within the enterprise, as these are common for current en-

_ ] terprise applications (e.g., to contact content ISPs). &eao
The above mechanisms are a first attempt at understandi@@rol product must also handle connections from outside

how to extract good performance from multiple ISP connegjients, however, to enable optimized access to servetedos
tions in practice. There are a number of ways in which thgy the enterprise network. As mentioned in Section I1I-C,
can be improved. Also, we do not address several importgcommon mechanism to achieve inbound control in such
issues, such as ISP costs and the interplay of performamkce gf,ations is to employ DNS. However, preliminary measure-
reliability optimization. We discuss these issues next. ments regarding the usefulness DNS for externally-irgtiat
Hybrid passive and active measurementsThe accuracy connections (presented in [17]) show that a large fractibn o
of passive measurement can be improved by sending actarel-clients do not obey TTLs on DNS records. This impacts
probes immediately after a failed passive probe, for examphe effectiveness of DNS-based network control. The asthor

A. Route Control Deployment Issues
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in [17] also discuss mechanisms to improve the responségenthe algorithms used by any of the above commercial products
of end-clients to DNS-based mechanisms. to monitor link performance or availability are generally

Impact on routing table sizes. Announcing small, non- proprietz.:\ry, and little informa.ltion is available on spexifi
aggregateable address sub-blocks to different upstreda 1§'€chanisms or parameter settings. Here, we review thegener
(Section 11I-C) could affect the size of routing tables ireth@PProaches taken in enterprise route control products.
core of the network. This problem can be overcome, howeverMost commercial products employ both ICMP ping and
if multihomed end-networks obtajsrovider-assigneaddress: TCP active probes to continuously monitor the health of up-
instead of buying a single individual IP address block, a-enStream links, enabling rapid response to failure. In sonsesa
network simply acquires equal-sized independent IP addréybrid passive and active monitoring is used to track link
blocks from each of its ISPs. These address blocks could tHegiformance. For example, when a connection to a previously
be further aggregated by the ISPs. unseen destination is initiated from an enterprise cliactive
Global effects of route control. Another important issue is the prob.es across the cgndldate links sample performance o the
L : . . destination. Connections to known destinations, on theroth
potential impact of the interactions between many entsegri : .
deploying route control mechanisms. This will likely have ahand, are monitored passively to update performance sample
) A'nother approach is to use active probing for monitoring lin

effect not only on the marginal benefits of the route Comrovailabilit and passive monitoring for performance sk
solutions themselves, but also on the network as a whoge Y. P gforp g

. . : . ome products also allow static rules to dictate which lmk t
A recent simulation-based study of this problem by Qiu el e to reach known destinations networks
al. in [16] has shown that the the impact of multiple end '

networks employing route control on any single muItihomingsli:r:n%Irlglzes”c?aese%roilrjgrsmzrr:?:er?nsee;srﬁ?erifefz%rttss I[r}?rleséléggae;t
user is very minimal, at the equilibrium of the interaction 9 P ' '

S : ) L :
Similarly, the impact, at equilibrium, on singly-homed tse SYN packets sent by enterprise clients to initiate conoesti

is also negligible. While these are positive observatighs, asri rephf:ated by thl\f A_Ir_ouffh C?.ntkrOI de\;:f:e;] ?hn al upstreadm
issues of whether end-networks can reach an equilibriuch, all'n s (using source )- The link on which the correspond-

how stable the equilibrium is, still remain open. ing S_YN—ACK arrives fror_n the server first is used_for the
remainder of the connection. The route control device sends
RST packets along the slower paths so that the server can
VII. RELATED WORK terminate the in-progress connection establishment. stéte

In this paper, we study mechanisms for improving Internehoice of best link is cached for some time so that subsequent
performance of enterprise networks via route control. Bdveconnections that arrive within a short time period need not
research studies and products have considered other Bengitjger a new race unless a link failure is detected.
of multihoming route control. In a study closely related to A final note about the benefits of multihoming route control
ours, the authors conduct trace-driven experiments taiat@l is due here. Our study of multihoming shows that by increas-
several design options using a commercial multihoming dirg the flexibility in the choice of routes at end-networks,
vice [6], [18]. The evaluation focuses on the ability of s&le their Internet performance can be substantially improved.
algorithms to balance load over multiple broadband-ciags| natural follow-up question is whether the performance af-en
to provide service similar to a single higher-bandwidttklin networks can be further improved by enabling even greater
The authors find that the effectiveness of hash-based liekse router flexibility, e.g., by employing Overlay Routing [24]
tion (i.e., hashing on packet header fields) in balancing Iea In [25], Akella et al. compare overlay routing against multi
comparable to load-based selection. Andersen et al. sljnilahoming and show that route control can indeed offer roughly
consider various mechanisms for improving the reliabib'fy the same performance as overlay-based approaches,

Web access for DSL clients in [19].

A number of vendors have recently developed dedicated
networking appliances [5], [7], [20] or software stacks][21
[22] for optimizing the use of multihomed connectivity in Our goal was to quantify the performance improvements
enterprises settings where BGP is not used. Most of thesem route control and evaluate practical mechanisms afid po
products use technigues similar to those we evaluate in aigs for realizing the performance benefits in practice. Bédu
study, though their focus is geared more toward balancingeasurements on the Akamai's server network to show that
load and managing bandwidth costs across multiple ISP linksultihoming to 2 or 3 ISPs can significantly improve Internet
rather than optimizing performance. All of these use NATdownload performance. We discussed how to choose ISPs for
based control of inbound traffic and DNS to influence linkswultihoming. Further, we evaluated the Web performance of
used by external client-initiated connections. They alssuee, a real Linux-based enterprise route control implemematio
by tracking sessions or using policy-based routing, that thVe employed an emulated wide-area network testbed and
same ISP link is used in both directions. experimentally evaluated several design alternatives.eQai-

Another class of products and services are targeted uation shows that both active and passive measurement-base
settings where BGP is employed, for example, large dataute control schemes offer significant performance bemiefit
centers or campuses [3], [23]. These products mainly focpsactice, between 15% and 25%, when compared with using
on outbound control of routes and, as such, are more suitbe single best-performing ISP. Our experiments also shav t
for content providers which primarily source data. Details the most current measurement sample gives a good estimate

VIIl. SUMMARY
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of ISP performance. We also showed that the performa
penalty from collecting and managing performance datasscr
various destinations is negligible.
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