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Estimating the mean of a probability distribution using i.i.d. samples is a classical problem in statis-
tics, wherein finite-sample optimal estimators are sought under various distributional assumptions. In
this paper, we consider the problem of mean estimation when independent samples are drawn from d-
dimensional non-identical distributions possessing a common mean. When the distributions are radially
symmetric and unimodal, we propose a novel estimator, which is a hybrid of the modal interval, shorth,
and median estimators, and whose performance adapts to the level of heterogeneity in the data. We show

that our estimator is near-optimal when data are i.i.d. and when the fraction of “low-noise” distributions

dlogn
n

is as small as Q ( >, where 7 is the number of samples. We also derive minimax lower bounds on
the expected error of any estimator that is agnostic to the scales of individual data points. Finally, we
extend our theory to linear regression. In both the mean estimation and regression settings, we present
computationally feasible versions of our estimators that run in time polynomial in the number of data

points.

Keywords: location estimation; robust statistics; sample heterogeneity.

2000 Math Subject Classification: 62G35, 62G07, 62G30.

1. Introduction

Heterogeneity is prevalent in many modern data sets, leading to new challenges in estimation and
prediction. The i.i.d. assumption imposed in much of classical statistics is unlikely to hold in prac-
tice, creating a need to develop new theory under relaxed assumptions allowing for heterogeneous
data [32, 12, 40, 49, 15]. In this paper, we consider the problem of estimating a common mean when
independent data are drawn from non-identical distributions.

A version of this problem for Gaussian distributions was recently studied in Chierichetti et al. [8],
who motivated their work using the following crowdsourcing application: Suppose the quality of an
item is obtained by soliciting ratings from several agents, who are assumed to provide unbiased ratings.
However, the rating distributions may vary across agents depending, e.g., on their expertise. In the
Gaussian setting, this translates into data drawn from independent distributions with a common mean
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but possibly different variances. Chierichetti et al. [8] proposed a mean estimator based on calculating
the “shortest gap” between samples, and derived upper bounds on the estimation error of their algorithm.
Naturally, one might ask whether the estimators proposed by Chierichetti et al. [8] also perform provably
well for non-Gaussian settings; furthermore, although Chierichetti et al. [8] derived some lower bounds
for the behavior of the best possible estimator in the unknown variance setting, the optimality of their
proposed estimator was only partially addressed.

The work of this paper revisits the problem of common mean estimation and generalizes the case of
Gaussian mixtures considered in Chierichetti et al. [8] to settings where the component distributions are
only assumed to be symmetric and unimodal about a common mean. Although the estimators studied
in our paper resemble the estimators proposed by Chierichetti et al. [8], our method of analysis is
substantially different and allows us to obtain bounds without assuming Gaussianity, sub-Gaussianity,
or even finite variances of individual distributions. In the multivariate mean estimation setting, this leads
to sharper estimation error rates than those obtained in Chierichetti et al. [8] for isotropic Gaussian data.
The upper bounds we derive are stated in terms of percentiles of the overall mixture distribution and
may be finite even in the case of heavy-tailed distributions.

The aforementioned model of non-i.i.d. data has even older roots in the statistics literature, under
the name of sample heterogeneity. Initial research in sample heterogeneity focused on understand-
ing the asymptotic distribution of order statistics and linear functions thereof [18, 47, 37, 38, 41, 39].
More recent work has established necessary and sufficient conditions for consistency of the sample
median [16, 34, 17]. In particular, Hallin and Mizera [17] established the optimality of the median over
a certain class of M-estimators (having a bounded, non-decreasing, skew-symmetric score function).
However, as explained in more detail later (cf. Section 3.2), certain cases exist where the median itself
is not optimal in comparison to more complicated estimators. For example, redescending M-estimators
do not lie in the class studied by Hallin and Mizera [17]. We show that, under certain conditions, the
modal interval estimator (Estimator 1)—which may be viewed as an extreme case of a redescending M-
estimator—has smaller error than the median (cf. Table 1). Sample heterogeneity was also studied in the
linear regression setting, where previous work focused on the least absolute deviation estimator [13, 24].
Inspired by the modal estimator, we propose and analyze a related estimator for linear regression (cf.
Section 8). Note that we are chiefly interested in estimators which have minimal assumptions and allow
the fraction of low-variance points to be as small as logn

=, whereas the estimators studied in previous
work required the fraction to be (%) [17, 17, 13, 24, 34].

We also briefly mention classical work on the modal interval estimator [7] and shorth estimator [4],
which are used as building blocks for our hybrid estimator. Notably, previous analysis has focused
on asymptotic results for i.i.d. data, where both the modal interval and shorth estimators were proven
to have an n~3 convergence rate [23], in contrast to the faster n=z convergence rate of the sample
mean. The results of this paper show the benefit of these estimators when a substantial fraction of
the component distributions have large (or even infinite) variances, underscoring the general fact that
robustness may need to be traded off for efficiency in clean-data settings.

The main contributions of our paper may be summarized as follows:

* Provide a rigorous analysis of the modal interval (Theorems 3.1, 4.1, and 4.2), shorth (Theo-
rems 3.2 and 4.3), and hybrid (Theorems 3.3 and 4.4) estimators for multivariate, radially sym-
metric distributions. We also show how to relax the symmetry conditions further (Theorem 7.1).
These estimation error guarantees hold with high probability.

* Derive upper bounds on the expected error of the estimators (Theorem 5.3). Along the way, we
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demonstrate the need for additional conditions on the tails of the mixture components in order to
derive expected error bounds of the same order as the high-probability results.

* Derive minimax lower bounds on the error rate of any estimator (Theorem 5.4), and prove that
the hybrid estimator is nearly optimal in various regimes of interest (Theorem 5.5).

» Extend the methodology for multivariate mean estimation to linear regression (Theorem 8.2).

* Provide computationally efficient versions of the multivariate mean estimator (Theorem 6.1) and
linear regression estimator (Theorem 8.3) in high dimensions.

We also note that while our work vastly generalizes the results of Chierichetti et al. [8] for mean esti-
mation in Gaussian mixtures, our derivations bypass some critical technical gaps in their proofs using
a very different approach via empirical process theory. Finally, we comment that preliminary work on
this topic appeared in our earlier conference paper [35], but was limited to the univariate case (Theo-
rems 3.1, 3.2, 3.3, and 4.2) and did not discuss optimality, regression, or any computational aspects!.
Furthermore, all examples and counterexamples illustrating various phenomena, including the detailed
theoretical derivations (Propositions 3.7-5.2), are new to this paper.

We end with a few remarks regarding parameter estimation in mixture models. The setting stud-
ied in our paper is markedly different from the canonical setting [31, 9, 5, 22, 2], since the number of
components in the mixture distribution is allowed to be as large as the number of observations. Further-
more, the parameters of the component mixtures are “entangled” in the sense that they share a common
mean, which we wish to estimate. Notably, this allows us to obtain meaningful error guarantees without
imposing strong distributional assumptions such as Gaussianity or log-concavity, which are prevalent in
the literature on parameter estimation for mixture models.

The roadmap of the paper is as follows: In Section 2, we define notation and the basic estimators
we will consider in the univariate case, which are subsequently analyzed in Section 3. In Section 4, we
present results for the multivariate analog of these estimators. In Section 5, we derive expected error
bounds on the performance of our estimators, and also present minimax lower bounds on the estimation
error of any estimator, thus providing settings in which our proposed estimators are provably optimal.
In Section 6, we present computationally feasible variants of our estimators in higher dimensions, and
prove that the error rates of these estimators are of the same order as those derived earlier. In Section 7,
we discuss various relaxations of the symmetry assumptions on the mixture components. In Section 8,
we describe our results for linear regression. Simulation results reporting the relative performance of
different estimators are contained in Section 9. All proofs are contained in the supplementary appendix.

Notation: We regularly use the standard big-O notation: For two real-valued non-negative functions
f(n) and g(n), we write f = O(g), when there exists constants ng and C > 0 such that for all n > ny,
f(n) <Cg(n). Wesay f =Q(g)if g=O(f), and say f =©O(g) when f = O(g) and g = O(f). We write
f = o(g) if for every real constant ¢ > 0, there exists ng > 1 such that f(n) > c- g(n) for every integer
n > ng. We write f = o(g), when g = @(f). We use O(-), Q(-), and @(-) to hide polylogarithmic
factors. We write w.h.p., or “with high probability,” to mean with probability tending to 1 as the sample
size increases. We use C, ¢, C’, and ¢’ to represent absolute positive constants which may vary from
place to place, and their exact values can be found in the proofs. Similarly, we use C; to represent
positive numbers that depend only on ¢. For a real-valued random variable X, we use VX to denote its
variance.

'We also mention follow-up papers by Liang and Yuan [30] and Devroye et al. [11], which appeared after the initial posting of
our conference paper.
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We will use || - ||2 to denote the Euclidean norm. We use B(x, r) to denote the Euclidean ball of radius
r centered around x, and we also write B, in place of B(0,r). We denote the d x d identity matrix by ;.
We use P(X,€) to denote the e-packing number of a set X with respect to Euclidean distance, and we
use N(X, €) to denote the e-covering number. We write Diam(X) to denote the diameter of the set with
respect to Euclidean distance, i.e., Diam(X) := sup, ,cx [[x — 2.

2. Problem setup

We begin by introducing the entangled mean estimation problem. Suppose we have n independent
samples X; ~ P;, where each F, is a distribution in R? with a density. Furthermore, we assume that each
density p; is radially symmetric and unimodal with a common mean (and median) p*. Our goal is to
estimate the location parameter u* from the n samples, where the P;’s are unknown a priori and may
even come from different classes of (non)parametric distributions. Since the estimators we consider are
translation-invariant, we can assume without loss of generality that yt* = 0, so the error of an estimator
U is measured by || ||2.

A natural estimator to use is the empirical mean, which is certainly an unbiased estimator of p*.
However, it is a well-known fact that the mean is not “robust,” in the sense that one outlying observation
can have a massive impact on the estimation error of the mean. In our setting, one P, with a very large
variance can dramatically inflate the error of the mean, even if the remaining n — 1 distributions are
well-behaved. Due to the symmetry assumption on the P;’s, we could consider a (multivariate) median
as a more robust alternative. Our theory in Section 3 below shows that using a median estimator can
somewhat improve the estimation error so that it depends only on the spread of the \/nlogn distributions
with the smallest quantiles; however, other more cleverly constructed estimators can reduce this depen-
dence to O(dlogn) distributions, meaning that the remaining mixture components may have arbitrarily
large (or even infinite) variances, yet have a bounded effect on the behavior of the estimator.

Another potential estimator when the mixing components come from a sufficiently nice paramet-
ric family (e.g., Gaussians) is the maximum likelihood estimator. However, since we do not assume
knowledge of which observations are drawn from which mixture components, the MLE calculation
becomes considerably more complicated. Nonetheless, it is sometimes informative to compare the
error rate of the MLE—assuming side information of which observations correspond to which mixture
components—to the error rates obtained using various agnostic estimators. In particular, if the former
error rate diverges with n, we know that a diverging error rate for a proposed estimator is reasonable.

We will focus on the simple setting where the overall mixture distribution is radially symmetric,
e.g., we have multivariate Gaussian observations X; ~ .4 (04, G,-zld). Throughout this paper, we focus
on the setting where d = O(logn); as shown in Chierichetti et al. [8], when d = Q(logn), the problem
reduces to the case of known variances, since these can be estimated accurately. We shall discuss how
to replace the spherical symmetry assumption by log-concavity in Section 7. As the covariance matrix
of a radially symmetric distribution is of the form 621, we denote the covariance matrix of X; by O'l-zld.

We now define the central objects in our analysis:

DEFINITION 2.1 (Order statistics) Let the covariance of X; be Gizld. Define oy; to be the corresponding

order statistic. Let s; denote the interquartile range of X;, so that P(||X; — u*||> < s;) = 4. Define 5(i) to
be the corresponding order statistic.

DEFINITION 2.2 (Indicator functions on balls) For x € R? and r € R, let frr(2) 7= 1jx_z|,<, denote the
indicator function of the £»-ball B(x,r). For s € R, we will also use f; ,(z) to denote the indicator of the
ball of radius r centered at the vector with first coordinate s and all other coordinates equal to O.
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Note that when d = 1, the function f, , is simply the indicator function of the interval [x — r,x + r].

DEFINITION 2.3 (Function class) Let
A= {frp:x€E RV eRO< Y <r}.

Note that .7 has VC dimension d + 1 [48].

As in prior analysis of sample heterogeneous models [39, 37], most of our arguments will be in
terms of the mixture distribution P := %Z?ﬂ P;, which is again unimodal and symmetric. We will write
P,, to denote the empirical distribution of X1, ..., X,.

DEFINITION 2.4 (Risk) For a function f, we use R,(f) := %2?:1 f(X;) to denote the expectation of f
with respect to the empirical distribution of X1, ..., X,. Let

Thus, R(f) is the expectation of f with respect to P. Define

R} := sup R(f) =R(fo,),
fesn

where the second equality follows by symmetry and unimodality.

Note that R(fp ) also equals the probability of the ball B(0,r) under P. The spherical symmetry
assumption readily gives R(fy ) = R(fs,) for all x such that ||x|, =s.

We first state several useful properties of radially symmetric distributions. The proof of the following
result is contained in Appendix A.1.

LEMMA 2.1 Recall Definitions 2.1, 2.2, and 2.4 of 0(;),s(;), fr,r, and R}:. Suppose the density of Pis
radially symmetric and unimodal. We have the following properties:

(i) Forany r > 0and x,x’ € RY, if [|x||> < ||¥'||2, then R(fyr) = R(fv,)-

(ii) Forany x € RY,if r <7/, then R(fy,) < R(fy.r)-

Ry Ry,
(iii) If 0 < r; < ro, then T‘fl > %2,2.
(iv) If 0 < r; < 1, then
d
1 27‘1
R <— R < R,
(frz-,rl) P(Br27r1 7,,1) rp s (72 —r > n

where P(Brz,,1 ,r1) denotes the packing number of B,,_,, with respect to B,,. In particular, if

d
4
r < 3o then R(fi) < (42) Ry,

rn

k * k *
(v) If 1 <k<n/2, then n < RS(Zk) and n S RZ\/EG(zk).
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2.1 Estimators
We now proceed to define the estimators that will be studied in our paper.

Estimator 1 (r-modal interval) The r-modal interval estimator, introduced for the (univariate) i.i.d.
setting by Chernoff [7], outputs the center of the most populated ball of radius r, with ties broken
arbitrarily:

Har € argmfon(fx7r). (2.1)

Estimator 2 (k-shortest gap / shorth estimator) For k > 2, the k-shortest gap (k-shorth) estimator,
Hs x» outputs the center of the smallest ball containing at least k points. More precisely, we define

~ . k ~ ~
T = 1nf{r SSUPR,(fir) 2 n} , s := 7, - 2.2)
X
The traditional (univariate) shorth estimator [4, 23] corresponds to k = %, whereas choosing k = 2
outputs the midpoint of the shortest interval between any two points. As we will see, the choice of
k = Clogn will be convenient for our setting, and is more suitable than k = 5 if data are not i.i.d.

Note that a type of “shortest interval” estimator has also been employed in the work on mean esti-
mation for contaminated i.i.d. data [25], but was used as an outlier screening step in that context, rather
than a mean estimator. Incidentally, our hybrid estimator to be introduced later will employ a different
screening approach based on the median, and then use the shorth estimator to return a more accurate
mean estimate.

DEFINITION 2.5 Recall Definitions 2.2 and 2.4 for the quantity R(f ). Define

k k
g = inf{r sSupR(fy,) > } = inf{r ‘R(fo,) = } ,
x n ’ n
where the second equality follows from unimodality and radial symmetry.

The quantity r; measures the spread of P, and r,, /2 1s the interquartile range of P. Furthermore, since

P has a density, we have R = % Note that r¢ is problem-dependent, since its magnitude depends on
the relative dispersion of the mixing components; in particular, we will be interested in rg(g1ogn)- As the
fraction of “nice” points increases, r; becomes smaller. However, r; does not depend too strongly on
the high-variance distributions (cf. Lemma (i) and Proposition 3.7).

The univariate k-median outputs an element from the centermost k points of the data. According
to our definition, the k-median outputs a set rather than a point estimator, which will be used as a
preprocessing step before applying the modal interval or shorth estimators to obtain a hybrid estimator
with superior rates.

Estimator 3 (k-median) In the univariate setting, the k-median estimator outputs an arbitrary element
ﬁmed,k from the subset Sy, defined as X; € Sy if and only if Opeq—i < Xi < Omed .k, Where

~

k
Omed k = inf{@ Cy(0) > n}’
~ —k

Omed,—k 1= sup{@ Sy (0) < n}7
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and y,(0) = %Z?:l sign(6 —X;). The sample median corresponds to taking k = 0.

Various multivariate extensions of the median exist, with different robustness properties and compu-
tational complexity; for our purposes, it will suffice to consider the simplest version of the multivariate
median, which simply operates componentwise on the data points.

DEFINITION 2.6 (Multivariate median) Define the set Si; as follows: For each dimension i, consider
the k median points in that dimension; i.e.,

Ski = {X;(i) : X;(i) belongs to the k-median of (X;(i))’_, },

where X;(i) denotes the i " coordinate of the vector X ;. Define S to be the cuboid based on Sy ;, for
each dimension i:

I~

Si :=| |[min(Sk;), max(S;)].

i=1

Estimator 4 (Hybrid estimator) The hybrid algorithm consists of the following steps, summarized in
Algorithm 1:

(i) Compute the cuboid S with k; = y/nlogn.
(i) Compute the k>-shorth estimator ﬁ57k2 with k» = Cdlogn.

(i) If gy, ¢ Sy, return the projection of Hsk, on S, - Otherwise, return sk, -

Algorithm 1 Hybrid mean estimator (d-dimensional)

1: function HYBRIDMULTIDIMENSIONAL(X ., k1,k2,d)
2 St kCuboid (X, k1 ).

3 //-IS‘kz — ShOI'th(Xl;n,kz).

4 if ﬁS,kz S Szo] then

5 Hiy ky 4 Hs ko

6 else

7 Hi, e, alfgmiﬂxes,fl [lx — bk |12

8 end if

9:  return [, x,

10: end function

Note that the projection in step (iii) is easy to accomplish, since ¢,-projection onto the cuboid may
be done componentwise, hence computed in O(d) time. Our theoretical results show that replacing the
shorth estimator by the modal interval estimator produces similar statistical error rates.

2.2 Concentration inequality

The following concentration inequality will be a key technical ingredient for deriving results concerning
our estimators. The proof is contained in Appendix A.2.
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LEMMA 2.2 Recall the Definitions 2.3 and 2.4 of the terms R, (f),R(f),R}, and 5. For any fixed
t €(0,1] and n > 1, we have

P<{ sup |Ru(f) —R(f)| > tR; p <2exp(—cnR;t?),
et

provided r is large enough so that nR; > CI% logn, where C; = (%)2 and c = ﬁ.

This theorem is useful because the bounds rely on R}; i.e., they are adaptive to the problem, com-

pared to the traditional O (ﬁ) distribution-independent bound. We also note that Lemma 2.2 requires

the mass R lying around the true mode to be sufficiently large, and while the theorem requires R} to
increase with d, we will work in settings where d = O(logn).

3. Univariate mean estimation

We now state several theoretical guarantees for the aforementioned estimators in the univariate setting.
Some of these results appeared in our preliminary work [35], but we provide complete proofs of all
statements in Appendix B.

In the univariate setting, we assume that we have n independent samples X; ~ P;, where each P, is
a univariate distribution with a density p; which is symmetric and decreasing around p*. Let ¢; and o;
denote the interquartile range and standard deviation of P;, respectively, and recall that the interquartile
range satisfies P(|X; — u*| < ¢;) = % We use ¢(;) and o{;) to denote the i" smallest interquartile range
and standard deviation, respectively (cf. Definition 2.1). By Lemma A.1(v) below, we have ry < gz
and ry < 20(y;), although these bounds may be loose (for instance, ry could be finite even if oyy) is
infinite). However, we are guaranteed that r; will be small if 2k points come from “nice” (low-variance)
distributions.
THEOREM 3.1 (Theorem 2 of Pensia et al. [35]) Recall Definitions 2.2 and 2.4 of the terms R}, R(+), and
[ Let r be a fixed number such that R} = Q (loﬂ) . Then with probability at least 1 —2exp(—c'nR}),

n
the modal interval estimator (Estimator 1) satisfies

|t | <7, (3.1)
for any // that satisfying R(f,) < %. In particular, we can always choose ¥’ = % to obtain the bound

2r

|ﬁM.r| < Rijf (3-2)

The proof of Theorem 3.1 is contained in Appendix B.1, and proceeds by using Lemma 2.2 to bound
the ratio between R(fg,,, ) and R}, and then using Lemma A.1 to turn this into a deviation bound on

|tas.r|. Although the bound (3.2) in Theorem 3.1 is simple to state, it may be looser than the bound (3.1).
Remark 1 Importantly, by Lemma A.1(v), we know that the choice r = 6/c1og) always guarantees the
condition R} = Q (10%) Hence, inequality (3.2) implies that

2G(Clog n) < 2n6(Clogn)

R < (3.3)

| <
| Ha | ogn
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with a similar inequality involving g(c/1og,). Note that this bound holds regardless of the magnitude of
the standard deviations of the latter n — Clogn mixture components.

At the same time, one might be wary of the fact that the bound in inequality (3.3) could increase with
n if we fix O(ciogn) ; for i.i.d. data, Ry = ©(1), so even the first expression in the bound is of constant

order. This is rather alarming, compared to the O(n‘l/ 2) error rate of the median. However, it should
be noted that if the variances of the mixture components increase sufficiently rapidly with n, even the
error rate of the MLE in the Gaussian case (which knows the distribution of each sample) will have a
diverging error rate. Thus, although the error bounds of the modal interval estimator in Theorem 3.1
may be rather unsatisfactory in the case of i.i.d. data, they can lead to more meaningful error bounds
when the mixture distribution involves a sizable portion of high-variance points. We will explore the
question of optimality in more detail in Section 5.2 below.

Guarantees for the shorth estimator are similar to the modal interval estimator. Further note that
as the proofs of the results in this section reveal, the technical machinery we have developed to derive
guarantees for the error of the modal interval estimator may also be used to derive estimation error
bounds for the shorth estimator.

The proof of the following result is provided in Appendix B.2.

THEOREM 3.2 (Theorem 4 of Pensia et al. [35]) Recall Definitions 2.1 and 2.5 of the terms 0;), q(;), and
r. Suppose 2k > Cy 25 logn. With probability at least 1 — 2 exp(—c’k), the shorth estimator (Estimator 2)
satisfies

i < 22 22min s 200),

Remark 2 Lemma A.1(iii) shows that the upper bound is actually tighter for small k: for k' > k, we
have kroy > k'ry;. The smallest value permissible from our theory would be k = @ (logn). Also note
that the upper bound in Theorem 3.2 for the shorth estimator resembles the bound in Theorem 4.2,
except for the fact that the bound for the modal interval estimator involves the quantity rc, ,10gn Tather
than 3¢, ,s10¢n» and the latter could be larger depending on the spread of P. Furthermore, both upper
bounds in Theorem 3.2 may sometimes be loose: In particular, if the X;’s were i.i.d., rp; would be of
order ©® (%) for small &, so the bound "% would be of constant order, whereas it is known [23] that the
shorth estimator is consistent for k = 0.5x.

We now turn to theoretical guarantees from the hybrid estimator, which combines the shorth and
k-median in order to obtain superior performance for both fast and slow decay of P. Recall from Table 1
that the median has superior performance when there is less heterogeneity in the data and P decays
fast enough. However, the superior performance of the modal interval estimator is apparent in the
presence of large number of high-variance points. It is then desirable to have an estimator that adapts
to the problem and enjoys the best of both worlds without any prior information. Indeed, as outlined
in Proposition 3.10, the hybrid estimator achieves this rate. The key point is that if the true mean lies
inside a convex set (defined with respect to the k-median), then projecting any other point (e.g., the
shorth) onto the set will only move the point closer to the mean, so the hybrid estimator can leverage
the better of the two rates enjoyed by the median and shorth.

Algorithm 2 specializes the hybrid estimator of Algorithm 1 to the univariate setting. The algorithm
proceeds by separately computing the k;-shorth estimator and ky-median. If the shorth estimator lies
within the median interval, the algorithm outputs the shorth; otherwise, it outputs the closest endpoint of
the median interval. Note that this estimator resembles the estimator proposed by Chierichetti et al. [8]
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since it employs the median as a screening step for points with very large variance. However, the shorth
estimator is computed separately and then projected onto an interval around the median. In contrast, the
estimator proposed by Chierichetti et al. [8] first computes the k>-median and then computes the shorth
on the remaining points, leading to a delicate conditioning argument in the analysis and creating some
technical gaps in the proofs.

Algorithm 2 Hybrid mean estimator

1: function HYBRIDMEANESTIMATOR(X.,,, k1 ,k?)
2 Sk, + kMedian(Xj.,,k1).

3 .aS.kz — ShOI’th(Xl;n,kz).

4 if [ls , € [min(Sk, ), max(Sk, )] then

5 Uiy o <= Hs ey

6: else

7 ﬁkl oy ClOSGStPOint(Skl,ZL\&kZ)

8 end if

9:  return [, 4,

10: end function

THEOREM 3.3 (Theorem 5 of Pensia et al. [35]) Recall the Definition 2.5and Estimator 3 for the terms
rx, Sk, and ﬁs,k- If ky = y/nlogn and ky > Clogn, the error of the hybrid estimator (Estimator 4) in
Algorithm 2 is bounded by

|k, e, | < min (Diam(Skl), | s x, \) <

4/nlogn
ki"Zkza

with probability at least 1 —2exp(—c'ks) — 4exp(—clog®n).

The proof of Theorem 3.3 is provided in Appendix B.3. Importantly, the bound in Theorem 3.3 is
finite even for heavy-tailed distributions with infinite variance. Finally, note that in Algorithm 2, we
could replace the shorth estimator by the modal interval estimator with adaptively chosen interval width
to obtain similar error guarantees.

3.1 Examples

We illustrate this below in several cases for riog,, assuming Gaussian distributions for simplicity. The
following examples will reappear throughout the paper to illustrate the error of our proposed estimators
in various regimes of interest:

EXAMPLE 3.4 (i.i.d. observations). P, = .4'(0,62), so P is again .4 (0,5?).
EXAMPLE 3.5 (quadratic variance). P, = .4 (0, c%?), for some small ¢ > 0.
EXAMPLE 3.6 (o-mixture distributions).

P A(0,1), if i < c[logn],
"l 4 (0,n2%),  otherwise,

for some o > 0 and some large ¢ > 0.
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Example 3.6 is similar to the “contamination model” in prior work [39, 41], but with a specific
scaling of variances to highlight the difference between multiple estimators by varying . The following
proposition, proved in Appendix C.1, will be useful in our development:

PROPOSITION 3.7 We have the following bounds for rjos,, When n = Q(1):

1. For Example 3.4 (i.i.d. observations), we have riqg, = © (%)

2. For Example 3.5 (quadratic variance) and sufficiently small ¢ > 0, we have rig, = o(1).
3. For Example 3.6 (a--mixture distributions) and sufficiently large ¢ > 0, we have

0 (1?’%2), ifa<l,
Mogn = " .
o(1), ifa>1.

Note that these bounds are tighter than the ones provided by Lemma 2.1(v); the latter states that ry <
O(2x)- This is because Lemma 2.1(v) is a worst-case bound which does not account for the contributions
of high-variance points.

3.1.1 Guarantees for individual estimators. We now revisit the examples above and calculate the
bounds that follow from Theorem 3.1 by choosing r = rciog, for a large constant C > 0. We also
mention the cases where the bound (3.2) is weaker than the bound (3.1). The proof of the following
proposition is contained in Appendix C.2.

PROPOSITION 3.8 Recall Definition 2.5 of 7. Suppose r = rciog,. We have the following bounds for
the modal interval estimator |y | (Estimator 1):

1. For Example 3.4 (i.i.d. observations), we have |ty | < ©(0), w.h.p.

2. For Example 3.5 (quadratic variance), we have |y | < O(n®), w.h.p., for any & > 0. Inequal-
ity (3.2) results in a weaker bound of the form O(n), w.h.p.

3. For Example 3.6 (a-mixture distributions), we have

g = JOE, it <
=3 001), itaz1,

w.h.p. For @ > 1, inequality (3.2) results in a weaker bound of the form O(n®).

Remark 3 As discussed in Remark 1 above, the guarantees for the modal interval estimator are some-
what unsatisfactory for i.i.d. data, since Proposition 3.8(i) gives an error rate of @ (o), rather than the
optimal rate ©@ (%) achievable by the sample mean. On the other hand, Proposition 3.8 shows that
for other problem settings with more widely varying variances—such as the o.-mixture with & > 1—the
modal interval estimator results in constant error, whereas the sample mean would have © (n%~%)
These differences are summarized in more detail in Table 1 below.

€ITor.
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The modal interval estimator is a “local” estimator that only considers the value of P, in small
windows. As we increase the variance of noisy points, the distribution P approaches 0 around u*. The
modal interval estimator makes mistakes when P is flat after normalization, meaning that the density at
x+ p* is within a (1 — €)-factor of its density at u*, for € = o(1). If this is the case, P,, might assign
higher mass at x+ p* than u* due to stochasticity introduced by sampling, so a local method would
mistakenly choose x+ p* over u*.

More concretely, consider the setting of Example 3.6. If an adversary tried to alter the estimator by
making the variance of the points very high (o >> 1), then although P would approach 0, the normalized
density would not be flat. An extreme example of this can be seen when variance of noisy points is

“00”: Near p*, the distribution P would behave like .4 (1*,1) scaled by O (loﬂ) , which is not flat after

n
normalization although P approaches 0 very rapidly, so that the mean or median would behave poorly.
As Proposition 3.8 shows, the modal interval estimator would only suffer O(1) error in this case.

Remark 4 Examining the bound in Proposition 3.8 for Example 3.6, we see the possible emergence
of a “phase transition” phenomenon: For o < 1, the modal interval estimator has error growing with n,
whereas for o > 1, the modal interval estimator only incurs constant error. This suggests that for o0 < 1,
high-variance points are more effectively hidden within the mixture distribution, so the accuracy of the
modal interval estimator is more severely compromised than in the case when o > 1, where the modal
interval estimator can distinguish between low-variance and high-variance points. This phase transition
phenomenon is established rigorously in Section 3.1.2 below, where we prove a lower bound of Q(n%)
in the case when o < 1.

The performance of the @ (logn)-shorth estimator is similar to the modal interval estimator with
I =Tr@(logn) (cf. inequality (3.3) in Remark 1). Consequently, the error guarantees derived for the running
examples in Proposition 3.8 also hold for the ® (logn)-shorth.

For completeness, we calculate the bounds of the (y/nlogn)-median estimator on the recurring
examples, proved in Appendix C.3:

PROPOSITION 3.9 We have the following bounds on the (y/nlogn)-median estimator (Estimator 3):

1. For Example 3.4 (i.i.d. observations), [Heq  /rlogn| = O (61;%”), w.h.p.

2. For Example 3.5 (quadratic variance), |dyeq. /iilogn| = O(n* logn), w.h.p.

3. For Example 3.6 (a-mixture distributions), |Heq, m1ogn| = 0(n*%3logn), w.h.p.

The following proposition translates the error guarantees of Theorem 3.3 into our running examples.
These bounds are a direct result of Theorem 3.3 and Propositions 3.8 and 3.9.

PROPOSITION 3.10 When ki and k; are chosen as in Theorem 3.3, we have the following bounds on
the hybrid estimator (Estimator 4):

1. For Example 3.4 (i.i.d. observations),

Lk, 4, = O (%), w.h.p.

2. For Example 3.5 (quadratic variance), |l k,| = O(n®), w.h.p., for any £ > 0.
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3. For Example 3.6 (o--mixture distributions), with high probability,

et = on*93), ifa<l,
Hudel =1 01), if o> 1.

Mean Median Modal/Shorth Hybrid
Example 1 (i.i.d. samples) n03 n=03 n13 n=03
Example 2 (quadratic variances) N N nt nf
Example 3 (o < 1-mixture distributions) n®05 n®05 n n%0>
Example 3 (@ > 1-mixture distributions) n®=05 n®=05 c c

Table 1: The table above summarizes the performance of various estimators on our three running exam-
ples. We have ignored poly-logarithmic factors for simplicity, and we use n® to denote O(n®) error for
any € > 0, and c to denote an error bounded by a constant. The radius for the modal estimator and the
k for the shorth estimator are adjusted to be optimal for each particular example; i.e., the estimators are
assumed to know which example data are coming from. Observe that mean and median estimators out-
perform the modal and shorth estimators when the outliers have relatively small variances. On the other
hand, the modal and shorth estimators are better when the outliers have large variances. Simulations
in Section 9 show that the rates provided above are indeed observed in practice. Our hybrid estimator
achieves the best performance in all cases without knowing which example is under consideration.

3.1.2  Phase transition behavior. In this subsection, we focus on verifying the statement in Remark 4
above, namely the existence of a phase transition for the modal interval estimator depending on whether
a < 1or o > 1. This phenomenon is illustrated via simulations in the plots of Figure 1.

For ease of analysis, we tweak the setting of Example 3.6 slightly: Instead of having different
distributions for high variance and low variance points, we assume that the points are sampled i.i.d.
from a mixture distribution, with weights resembling their original fraction in Example 3.6. Moreover,
we assume that individual distributions are uniform rather than Gaussian.

EXAMPLE 3.11 (Modified o-mixture distributions). Let ¢ > 0 be a large enough constant. For each i,
P, = Q,,, where

_ clogn

On =

and U[—a, a] is the uniform distribution on [—a, dl.

n—clogn

Ul-1,1]+

U[in(X?na]v
n n

Note that if we sample X,...,X, LS O, the number of points with variance @(1) is @ (logn),

w.h.p. It is easy to see that the upper bounds for Example 3.11 are the same as that of Example 3.6 in

Proposition 3.8, i.e.,
. on%), ifa<l
‘“Mvrclngn| = .
o(1), ifa>1,
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F1G. 1: Plots comparing average error of the mean, median, and modal interval estimators on Exam-
ple 3.6 (a-mixture distributions) for different values of . As shown in Proposition 3.8, the modal
interval estimator undergoes a phase transition at & = 1, where the error of modal interval estimator
drops from the increasing function Q (n%) to the constant function @(1). Moreover, as shown in Propo-
sition 3.9, the median has better performance than the modal interval estimator for & < 1, motivating
our hybrid estimator. The average error, %ZLI |t — u*|, is calculated using T = 200 runs for each n.
Both of the axes are on the log scale. More details can be found in Section 9.

w.h.p. The following proposition, proved in Appendix C.4, establishes a lower bound of Q2 (n%) on the
error:

PROPOSITION 3.12 For % < o < 1in Example 3.11, the 1-modal interval estimator (Estimator 1) incurs
Q(n®) error , with a constant non-zero probability.

Proposition 3.12 proves rigorously that the apparent phase transition of the modal interval estimator
is not simply an artifact of the argument used to prove Proposition 3.8. Indeed, the modal interval esti-
mator experiences a sharp phase transition depending on the relative variance of the mixture component
with the higher variance, which is governed by the parameter ¢&c. Moreover, this phase transition is not
specific to just modal interval estimator. As stated in Theorem 5.4, all agnostic estimators must have
error Q (n%%3) for a < 1. Thus Example 3.6 is indeed a difficult problem for & < 1, but a surprisingly
easy one for o¢ > 1.

As a final remark, note that in Examples 3.6 and 3.11, the sample median and even the mean would
have an error of O(n%~03). When & < 1, this rate is much better than the O(n*) guarantee of the modal
interval estimator. This motivates the hybrid estimator proposed above, which is able to combine the
“best of both worlds” for the modal interval and median estimators.

3.2 Comparison to common estimators

We briefly mention some common univariate estimators and contrast their performance with the perfor-
mance guarantees of our proposed estimators. For simplicity, we focus on mixtures of univariate Gaus-
sian distributions in which @ (logn) of the samples are drawn from distributions with bounded variance.
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The primary reason why the estimators mentioned below have suboptimal guarantees is because they
are designed to guard against a constant fraction of arbitrarily corrupted or heavy-tailed points. In such
cases, the sample median is the optimal estimator; in contrast, the sample median can be shown to be
suboptimal in our setting (see Table 1 or Figure 2).

10% mean

- = - median
~4-mean (S 5)
——mean (Siogn)

S 10° @ hybrid

)

]

Y

5

<> 102 |

[ [
10% 10°

n

FIG. 2: Plot comparing the average error of various estimators on Example 3.6 with o = 1.3. Both of
the axes are on the log scale to show the rate. As mentioned in Table 1, both the mean and median have
an n% 93 error rate. The error rates of the a-trimmed mean, with o = % — ? and o0 = % — 10%, are
similar to the median. Note that the hybrid estimator has far superior performance. More simulations

and details are available in Section 9.

1. Sample median: Hallin and Mizera [17] established necessary and sufficient conditions for the
consistency of the median for sample heterogeneous distributions. Although the sample median
is more robust than the sample mean, this result shows that sample median is consistent if and

only if R} = (ﬁ) for every € > 0. In particular, it implies that if the median is consistent,

then r s — 0. Focusing on particular Example 3.6, the error rate of the median is 0(n%=03) (cf.
Table 1 and Figure 2).

Moreover, Hallin and Mizera [17] established the optimality of the median among all M-estimators
with score functions y(+) satisfying the following conditions:

(a) y(-) is non-decreasing and skew-symmetric.
(b) y(e) =1.
(c) The set of discontinuity points of y/(+) is finite.

Therefore, one must consider broader classes of estimators beyond this family of M-estimators in
order to obtain better error guarantees than the median.
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2. Huber’s M-estimator: For any finite truncation parameter, Huber’s M-estimator [20, 19] falls
in the class of M-estimators considered by Hallin and Mizera [17], since normalizing the score
function of a bounded score function does not change the final estimate. Thus, the error rate of
Huber’s M-estimator cannot be any better than the error rate of the median.

3. k-median of means: This estimator [33] divides the n data points into k disjoint blocks (B, ...,By)
of equal size (assuming n/k is an integer). For each i € {1,...,k}, we define Z; to be the mean of
the samples in B;, and then define the estimator

X(i—1ynp1 4+ Xin
I :=Median| <;<(Z;) = Medlan1<’<k< o n/k k>.

The median of means is robust to a constant fraction of outliers and sub-Gaussian tails even for
heavy tailed i.i.d. distributions [26, 33]; however, we argue that the median of means estima-
tor is also not robust to substantial sample heterogeneity. If each X; ~ A" (u,ciz), then Z; ~

n? /k?
Gaussian samples. Furthermore, a single “high-variance” point in the set B; can increase the vari-
ance of Z; arbitrarily, hiding the signal from “low-variance” samples. The best case would thus be
when each block contains either all “low-variance” samples or all “high-variance” samples. How-
ever, in that case, [l behaves essentially like the median of a smaller set with rescaled standard
deviations. As argued above, regimes exist where the median estimator is suboptimal.

ik 2
N <[,L7 W) Therefore, the final estimator behaves like the median of independent

4. o-trimmed mean: Let a € [0,0.5) be such that an is an integer. Given samples {Xi,...,X,}, the
o-trimmed mean [19, 33] discards the largest and smallest an samples and returns the mean of
the remaining (1 — 2¢)n samples:

n—an

Ho = Y X,
1_2a i=on+1

The trimmed means estimator is robust to a constant fraction of outliers and has sub-Gaussian
tails even for heavy-tailed distributions [33]. As the fraction of “low-variance” points can be as
small as %" in our sample-heterogeneous setting, the estimator [, would have a large variance
for any constant & > 0. Thus, our choice of & should depend on 7, going to 0.5 as n — oo,

Recall that in the definition of the k-median (cf. Estimator 3), S; was defined as the k centermost
points of the data. Thus, [y is the mean of the set Sy with k = n(1 —2a). In the extreme case of
a=05—- ﬁ the trimmed means estimator [l is the same as the median, which is not optimal.
As Figure 2 shows, the trimmed mean behaves like the median for large o, and decreasing o
(i.e., increasing k) degrades the performance. Note that we bound the error of the k-median by
bounding the range of S; (cf. Lemma A.4). Therefore, the bounds for the k-median also imply
bounds for {,x. However, the k-median primarily allows us to define a hybrid estimator by

2n
projecting onto the set Sy, which performs better than the k-median alone.

4. Multivariate case

In the following sections, we derive the main results of our paper, which generalize the theorems in
Section 3 to d dimensions.
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4.1 Modal interval estimator

The following result provides an error bound for the modal interval estimator. The proofis in Appendix D.1.

n

THEOREM 4.1 Recall Definitions 2.1, 2.4, and Estimator 1. Suppose R} > Cy 5 (M). The
multidimensional modal interval estimator satisfies the error bounds

- 2\4

i e <4 () @
VERS 5

~ n

1 Tiz,rll2 < 8VdG(aca100m) (R*) <8Vd (C’dlogn) O(2Cdlogn)s 4.2)

with probability at least 1 —2exp(—c'dlogn).

As the proof of Theorem 4.1 reveals, inequality (4.2) could also be stated using s(y) in place of

2v/d O(2x)» since it is obtained from inequality (4.1) simply by substituting the bounds of Lemma 2.1(v).
Note that when d = 1, the bound (4.1) in Theorem 4.1 reduces to the bound (3.2) in Theorem 3.1, up to
constant factors.

Remark 5 Our bound (4.2) may be compared with Theorem 5.1 in Chierichetti et al. [8]: note that
we have removed a factor of polylog(n), although their bound depends on (1o, rather than 6410 )-
Nonetheless, we emphasize the fact that our results hold for general radially symmetric distributions,
whereas the proofs in Chierichetti et al. [8] are Gaussian-specific.

Note that by Lemma 2.1(iii), the bound in Theorem 4.1 is tighter for smaller values of r. Thus, the
choice of r which optimizes the bound satisfies R} = C (%). As discussed in Pensia et al. [35] for
the univariate setting, an estimator with near-optimal performance may be obtained via Lepski’s method
[28] even without knowledge of P: Define r* to be the interval radius satisfying R =Cos (W),
and suppose we have rough initial estimates ryin and rax such that ryip < r* < rmax. Define rj := Fmin2,
and define

f:: {j)l:rmin<7j<2”max}~
We then define the index j, to be

A ) . 1/d
indje #:vis>jsti Bl <8 G e )
mln{JG/ i>jstie 7|t — Ml rl(Co.s(d+1)10g">

which may be calculated using pairwise comparisons of the modal interval estimator computed over the
gridding of [Fmin, 'max]. We then have the following result, proved in Appendix D.2:

THEOREM 4.2 Recall the definition of Estimator 1. With probability at least 1 —2 (1 +log, (ZVM> ) exp(—c'logn),

Tmin

we have j, < oo and

R m 1/d
B A R 43
HnLLM* j*||2 r <C05(d+1)10gn> ( )

Note that the cost of using Lepski’s method is a factor of 6 in the estimation error. Finally, the
following lemma shows that the shorth estimator can be used to obtain rough initial bounds on r*:
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LEMMA 4.1 Recall Definition 2.5 of ry. For k > Cysdlogn, with probability at least 1 — 2exp(—ck),
we have 7y, < 7 < rog.

The proof of Lemma 4.1 is in Appendix D.3, and uses Lemma 2.2 to control the fluctuations of 7
from its emgirical counterpart. In particular, the lemma shows that we may use ryi, = ?C0_5(d+1)10g n/2
and rmax = T'Cy5(d+1)logn-

4.2 Shorth estimator

We now derive error bounds for the multidimensional shorth estimator. The proof is contained in
Appendix D .4.

THEOREM 4.3 Recall Definition 2.5 of ;. Suppose k > C(d + 1)logn. The multidimensional shorth
estimator (Estimator 2) satisfies the error bound

~ 2n\ V4
el <4 ()

with probability at least 1 —2exp(—c'dlogn).

As in the univariate case, the estimation error guarantees for the multidimensional modal interval

and shorth estimators are similar. In particular, for the “optimal” choice of r such that R} = Cdl%,

. 1/d
inequality (4.1) in Theorem 4.1 gives the bound ||t |2 = O (rc/dlogn (#w) ) which is of the

same form as the guarantee from Theorem 4.3 when k = C(d + 1) logn.

4.3 Hybrid estimator

We now prove that the hybrid estimator produces an estimator with rates of 0(\/51/ d), rather than
the rate O(nl/ ) obtained in Theorems 4.1 and 4.3. Since the overall mixture distribution is radially
symmetric, all the marginal distributions are identical and symmetric about 0. Accordingly, we denote
the common marginal distribution by Py, and define r,1 to be the smallest interval (centered at 0) that
contains % mass under Pj.
We then have the following result, proved in Appendix D.5:

THEOREM 4.4 Recall Definition 2.6, Estimator 3, and Definition 2.5 of the terms S°, ﬁs’k, and ry.
Suppose k; = y/nlogn and k; > Cdlogn. Then the error of the hybrid algorithm (Estimator 4) is bounded
by

~ . . co ~ . 1/d
|k 12 < min { Diam(S5,), | s 12} < € min { Vdra 1. v ri,

with probability at least 1 — 2exp(—c'ks) — 4d exp(—clog®n).

Remark 6 Similar to the univariate case, the multivariate hybrid estimator achieves good error guar-
antees for both slow and fast decay of P. In particular, when data are i.i.d. Gaussian with distribution
A4(0, 0'21,1), as in Example 3.4, the error of the hybrid estimator is of the order O (%fk’g'ﬂ This is

n

within log factors of the optimal % error rate. At the same time, the worst-case error guarantee is of

the form O (\/a\/ﬁl/da(cdlogn)) :
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We also briefly comment on the error guarantees of the hybrid estimator on the multivariate analog
of Example 3.6. We can show that ro, 1 = O (n**°) and ry, = O (\/ciln“’ﬁ), so Lemma A.1 implies

a bound of 0(\/;171“_0'5) for the median estimator. On the other hand, Theorem 4.3 leads to a bound
of 0(\/;1n°‘) for the shorth estimator. This bound can be improved for o > %: If oo > %, we have

|| fs 1, ||2 = O(V/d) (cf. Theorem 5.5). The second expression in Theorem 4.4 then implies that the error
of the hybrid estimator is O (\/Emin(n"“o'57 l)) for o > 1 and O(v/dn®~%3) for o < 1. This improves
upon the error rates of both the median and shorth estimators.

5. Bounds in expectation

Thus far, we have focused on high-probability bounds. We now briefly discuss how to convert the
upper bounds into bounds on the expected error of the estimator. We then derive lower bounds on the
estimation error of any estimator, thus addressing the question of optimality in certain regimes.

5.1 Imposing additional assumptions

We first show that unlike high-probability bounds, expected error bounds of a similar order cannot be
derived for modal interval estimator without any assumptions on the high-variance mixture components.
To illustrate this point, we provide a univariate example in which it is possible to derive high-probability
bounds of O(1) for the modal interval estimator without further assumptions, whereas bounds in expec-
tation of a similar order provably require additional tail assumptions, since E [ty 1| — o0 as g, — co.

EXAMPLE 5.1 For any n, let the densities of the P;’s be defined as follows: For i < Clogn, let

1 .
=, x| <3,
pilx) = {6’ i

0, otherwise.
Fori > Clogn and a € (0,1), let

e <1,
P = ey 1< x| <,
0

, otherwise,

where the {%,} and {g,} are constrained such that the total area is 1, i.e., 2n=% +2(g, — 1)h, = 1 and
hy < % In particular, for an & > 0, we can still choose g, arbitrarily large; we will take g, = Q(n).

The proof of the following statement is contained in Appendix E.1:

PROPOSITION 5.2 For Example 5.1, we have E |fiy 1| — o as g, — co. Moreover,

fini| = O(1), whp.

As seen by the example above, additional assumptions need to be imposed to prove the bounds in
expectation. Suppose the variances {o;} are all finite. We will consider two types of assumptions: either
(1) “high-noise” points do not have very large variances, or (ii) “low-noise” points have small support.

We state a result for the modal interval estimator in d dimensions; similar proofs hold for the shorth,
median, and hybrid estimators. The following result is proved in Appendix E.2.
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THEOREM 5.3 Recall Definitions 2.1, 2.4, and Estimator 1 for the terms R}, O(i), and ﬁMJ. LetnR; =
Q (dlogn). The following upper bounds hold for the expected error of the modal interval estimator:

(i) Suppose
lo (%)) = O (nR;
g =0(nR}). 5.1

r

Then the modal interval estimator satisfies the expected error bound

o\ /e
E [, = 0 ((R) )

(i) In the case d = 1, suppose the support of Q(nR}) points lies in [—r,7]. Then

~ r
el =0 ).

Remark 7 The condition (5.1) in Theorem 5.3(i) can be translated into the inequality 6(,,) < rexp(CnRy),
and provides an upper bound on the variance of the worst mixture components. If we choose r =
O(dlogn)» We obtain the requirement that oy, is at most a factor of O(n€?) larger than the variance
O(dlogn) Of the “good” points. This can be compared to the assumption oy, = G(l)poly(n) imposed
by Chierichetti et al. [8] when proving upper bounds on expected error in the univariate case. As the
proof of Theorem 5.3 reveals, we could also convert the tighter version of the estimation error guar-
antee (cf. Theorem 3.1 in the univariate setting) into an expected error bound in a similar manner: If
condition (5.1) holds in Theorem 5.3 and we additionally assume that /' = Q(r), then E |ty .| = O(r).

Note that the condition in Theorem 5.3(ii) imposes no constraints on the behavior of the large-
variance mixture components. The proof proceeds by integrating the tail probability of the modal inter-
val estimator, and showing that it must decay sufficiently quickly by considering the mass of intervals
lying far from the true mean. An extension to the multivariate case is possible, but would require some-
what more refined technical analysis.

5.2  Minimax bounds

We are now ready to discuss the optimality of our hybrid estimator, which we will consider in the context
of expected error bounds. We state our results in the case of a general dimension d > 1. The goal of
this section is to describe a general setting in which it is possible to show that the hybrid estimator is
(nearly) minimax optimal.

We will consider the class of distributions & (07, 02, p), containing symmetric, unimodal distribu-
tions {F;}?_, with common mean p, such that at least np distributions have marginal variance bounded
by 622 and the remaining distributions have marginal variance bounded by 612. Note that 01,07, and p
may all be functions of n, e.g., p = 10%.

We call an algorithm agnostic if applying the algorithm does not require knowledge of the variance
of individual points (e.g., the sample mean or median). We have the following minimax lower bound,
proved in Appendix E.3:

THEOREM 5.4 Suppose p < %, 0, <op,and p=Q (k’%)
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(i) The minimax error of any agnostic algorithm is

. ~ . (e2) (o]
min max E — >C \/Zimm{, } (5.2)
0 {P}C2?(01,00,p) (8= w2 ! \/np Vn

(i1) In the case d = 1, suppose in addition we have

(o] 1
—=0|— |- 53
2—o(.r) 63
Then the algorithm of any agnostic algorithm satisfies that
~ C/le
min max El|lx—pul2] = - 5.4
u {P}CP(01,00,p) il 2] Vn

Remark 8 In the d = 1 case, the lower bound in Theorem 5.4 when condition (5.3) is satisfied matches
the lower bound derived by Chierichetti et al. [8]. On the other hand, our proof technique is somewhat
more direct and proceeds via a straightforward (albeit lengthy) calculation.

We now state our general upper bound, achieved by the hybrid estimator. Under the specific regimes,
we impose mild regularity conditions on the distributions to obtain cleaner expressions:

(1) Let g;(x) denote the marginal distribution of P;, where ¢; : R — R (since P, is radially symmetric,
all marginals are equal). Let vl.2 denote the marginal variance of P,. Then

c
qi(vi) = v (5.5)

i

(ii) Let each density be written as p;(x) = fi(||x|2), where f; : R — R is a decreasing function on the
positive reals. Then

I\ d
£:(0) < (5) , and /B s i) pi(y)dy < Crexp (—Cok?), VK>C3>1. (5.6)

Condition (5.5) assumes that the marginal densities do not decrease too rapidly around the mean,
and implies the accuracy of the median filtering step. Condition (5.6) assumes that the joint densities
do not have too much mass concentrated around any single point (e.g., the mean), from which we may
derive tighter error bounds on the shorth estimator when we have sufficiently separated variances, i.e.,

% =0 (nl/ @). Note that conditions (i) and (ii) hold for Gaussian distributions; furthermore, condition

(i) holds more broadly when the norm of p;(-) has right ¢’ viv/d-sub-Gaussian tails around v/dv;. Then
this expression can be upper bounded by P{||X| — v/dv; > cK\/dv;} < exp(—c'K?) using the sub-
Gaussian assumption.

We also define 2(07,07, p) to be the class of symmetric, unimodal distributions with {P;}?_, with
common mean U, such that at least np distributions have marginal variances bounded by 622 and remain-
ing distributions have marginal variance at least Q(c?) and at most 6. Thus, 2(07, 02, p) is the class
of distributions with sufficient division between high-variance and low-variance points, and we clearly
have 2(0,0,,p) C #(01,0,,p). Finally, in order to derive bounds in expectation, we impose the
additional growth condition (5.1) on the variance of the mixture components.

The following result is proved in Appendix E.4.
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THEOREM 5.5 If p=Q (dk:lﬁ) and condition (5.5) holds, then the hybrid estimator satisfies the upper
bound

N . 1/a _ logn
E[||g— <CVd , . 5.7
(18 oy T IE I fmm{\/’; o ﬁ‘“} e

We also have the following special cases if we impose additional assumptions:

(@ Ifp=Q (@), we have the tighter bound

m . [logn _ logn
E - gc/\/g O 776 . 5.8
e e mm{p\/ﬁ " 1} (5.8)
(b) If % =0 (n%> and condition (5.6) holds, then
max Efllz— pll2] <C”\/Emin{62 logn logncl} (5.9)
{prc2(01,02,p) o " \/n ’ :

It is instructive to compare the upper bounds for the hybrid estimator in Theorem 5.5 with the
lower bounds derived in Theorem 5.4. (Note that the same class of distributions used to obtain the
minimax lower bounds over & falls into the class 2, so the upper bounds in Theorem 5.5 may be
directly compared with the lower bounds in inequality (5.9), as well.) In particular, we can see that the
hybrid estimator is nearly minimax optimal in three somewhat different regimes of interest, which can
be derived directly from the bounds in the theorems. The results are summarized in Table 2:

1. Large heterogeneity: When o is very large compared to 6, and p is very small (still satisfying
p= .Q(dk;lg'Z ), a direct application of the median would lead to large error. However, the shorth
estimator is able to focus on the low-variance points due to the sufficiently large separation in

variances. As p becomes smaller, the gap between the upper and lower bounds reduces, reaching
within logn factors when p = © (dk,’,ﬁ).

2. Mild heterogeneity: Since o7 is relatively small, the median and even mean are minimax optimal.
The hybrid estimator is able to achieve these rates (including the i.i.d. case).

3. Large p: As p increases, the number of good points increase and we expect to obtain vanish-
ing error for reasonable values of o (e.g., under condition (5.1)). Indeed, the hybrid estimator

achieves vanishing error for large p = Q (@) irrespective of the magnitude of ;. Also, the
gap between the upper bound and the lower bound decreases as either p — 1 or 6] — 0.
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Large heterogeneity Mild heterogeneity Large p
_ —0.5
2(Q(L+n),1,00n70%)) 7(0(%).1.p) Z (01,1, (n"logn))
. . <3 \/E . 1 [
Hybrid estimator Vd U V/d min { PN ﬁ}
Lower bound \/% "1\/‘;/1‘7 V/dmin { \/1177, % }

Table 2: Comparison of upper and lower bounds for estimation error, given by Theorems 5.4 and 5.5, in

three regimes of interest. In all of these cases, we assume p = Q2 ("”‘,’#) . For simplicity, we set 0, = 1
and ignore multiplicative factors which are logarithmic in n. We provide more details regarding these

calculations in Appendix E.5.

Remark 9 Although we have shown that the hybrid estimator is indeed optimal in several diverse
regimes, the preceding discussion leaves open the question of optimality in other settings. In particular,
although our general upper bounds (e.g., inequality (5.7)) suggests the presence of a \/711/ ? factor when
using the hybrid estimator, our lower bound techniques do not show that such a factor is unavoidable for
d > 2. As argued by Chierichetti et al. [8], a factor of /7 is unavoidable in d = 1 (cf. Theorem 5.4).

6. Computation in high dimensions

We now discuss how to make our estimators computationally feasible when d is large. The main idea
is that both the modal interval and shorth estimators involve finding optimal balls in R?. To save on
computation, we will show that restricting the search to balls centered at one of the n data points leads
to estimators with similar performance guarantees. This is an idea previously introduced in the literature
on mode estimation in i.i.d. scenarios [1, 10, 21].

Concretely, the modal interval and shorth estimators are replaced by:

Estimator 5 The computationally efficient modal interval estimator is defined by

My :=arg max }R,,(fx,,). (6.1)

XE{X] e Xn

Estimator 6 The computationally efficient shorth estimator is defined by

~ . k ~ -

7e:=inf  sup {Rn(fx,,) > } , Hs k= - (6.2)
" XE{X] e Xn } n

In other words, we select the data point such that the smallest ball centered around that point containing

at least k points has the minimum radius.

Note that both estimators (6.1) and (6.2) may be computed in O(n?d) time. In contrast, computing
the modal interval or shorth estimators directly would correspond to solving the circle placement prob-
lem or smallest enclosing ball problem, for which the best-known exact algorithms are Q2 (nd ) [27, 14, 3].

Using a peeling argument [43], we can obtain a more refined concentration result than Theorem 2.2.
The proof of the following result is contained in Appendix A.3. Note that the proof critically leverages
radial symmetry of R, whereas the concentration inequality in Lemma 2.2 does not require R to be
radially symmetric.
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LEMMA 6.1 Recall Definitions 2.2, 2.4 for the terms f,, R,(-), and R(-). For any 7 € (0, 1], radii
7,r >0, and n > 1, we have the following inequalities:

i 2exp(—cn*R(f;.)
P(|Rn(fx-,r) _R(fx,r)| < ZtR(fx-,r)a Vas.t. [Jx]|2 < r) >1- 1 —exp(—cntzR(f;,r)y (6.3)
P (HSUP [Rn(frr) = R(frr)| = tR(fr.r)> < 2exp(—cnt’R(fr.r), (6.4)
x| =7

. _ Gdl
provided 7 and r are such that R(f; ) > =<5,

Using Lemma 6.1, we can derive the following results for the computationally efficient modal inter-
val and shorth estimators. The proof is contained in Appendix D.6.

THEOREM 6.1 Recall Definition 2.5 of the term r;. For the computationally efficient estimators, we
have the following error guarantees:

~ /
(i) Suppose r > 2rgcq10gn- Then the modal interval estimator satisfies the bound ||ty |2 < 47 (Cd+ogn) ,
with probability at least 1 —6exp(—csdlogn).

s

(ii) Suppose k >2Cys(d+ 1)logn. Then the shorth estimator satisfies the bound || tLs ¢ [|2 < 42k (27") 1/d

with probability at least 1 —2exp(—c’k).

Remark 10 Comparing Theorem 6.1(i) with Theorem 4.1, we see that the the computationally efficient
modal interval essentially incurs an additional factor of 2 in the error bound, since we require r >
2rcrgiogn- If we take k = Cdlogn, the error bound in Theorem 6.1(ii) is very similar to the error guarantee
for the modal interval estimator (4.2) derived in Theorem 4.3, except for an extra factor of 2.

Of course, the quality of the guarantee in Theorem 6.1(i) worsens as r increases. As discussed in
Section 4.1, we can use Lepski’s method to calibrate the modal interval radius. Note that we can again
use the shorth estimator to obtain rough upper and lower bounds. Using a similar argument as in the
proof of Lemma 4.1, we are guaranteed that %73@ logn < F6Cdlogn < TeCdlogns W.h.p. Essentially the
same argument as in Theorem 4.2 then shows that the error of the modal interval estimator with Lepski

1/d

calibration is guaranteed to be upper-bounded by 12r5cg10gn (#Ogn) .
As discussed in Section 4.3, the projection step for the hybrid screening procedure can be computed
in O(d) time. The construction of the cuboid S” itself can clearly be computed in O(nd) time. Thus, one

can also easily obtain the 0(\/711/ d) rates using a computationally efficient hybrid estimator, as well.

7. Relaxing radial symmetry

We now consider the case when the population-level distribution P = % ;P is not symmetric. In the
case d = 1, we can obtain the same estimation error rates only assuming that density p; is log-concave
with a unique mode at 0. In the case d > 1, we can obtain weaker estimation error guarantees of the order
O(+/n) rather than O(\/n 1 d) if we only assume that the mixture components are centrally symmetric.
Furthermore, it is possible to obtain O(nl/ ) rates if we assume that a certain fraction of the components
are radially symmetric.

1 . .
Although radial symmetry is a strict assumption, it provides us an O(y/n?) error. Whereas if we just
assume central asymmetry, a union bound argument gives O(+/dn) error. This factor of O(v/dn) can not
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be improved in general. To see this, note that there exists a problem instance in single dimension where
the lower bound is a factor of Q(+/n). Central symmetry allows for having the same “hard” problem on
each dimension separately, forcing an Q (/) error in each dimension.

We can relax the radial symmetry assumptions slightly. In particular, Theorem 2.2 only relies on the

fact that R}, the mass of the interval centered around the true mode 0, is 2 (10%) (with no additional

symmetry assumptions). We do need R(f;,-) to satisfy some additional monotonicity assumptions along
rays as x moves away from 0.

7.1 General theory

In place of radial symmetry, we impose the following condition (stated with respect to a fixed radius r):

(C1) The population-level quantity R( fy, ) is maximized at x = 0, and otherwise monotonically decreas-
ing along rays from the origin.

Note that condition (C1) is satisfied if the same property holds for all components p; in the mixture. We
now define the function

gla,r):= sup R(fi,), (7.1)

[lxll2=a

for a,r > 0. By Lemma 2.1, we can argue that under radial symmetry of R, we have g(a,r) < m <

(g)d, which can then be plugged into the argument of Theorem 4.1. The proof of the following statement
is contained in Appendix F.1.

THEOREM 7.1 Suppose condition (C1) holds.

(1) Recall Definition 2.4 of R}. Suppose r is such that R} = Q (dl?#) , and 7’ is chosen sufficiently

large such that g(r',r) < R—zr. Then the modal interval estimator satisfies ||t -||2 < ¥/, w.h.p.

(ii) Recall Definition 2.5 of ri. Suppose ' is chosen such that g(r,rgsioen) < 8di2g". With high

probability, the error of the shorth estimator satisfies ||Is||> < 7/, and the error of the hybrid
algorithm with ky = rgg10¢, is bounded by min(r’, \/3r4 \/@71)'

. o d
Remark 11 For radially symmetric distributions, note that g(r',r) < (%), so we can take r' =

1/d 1/d

r (%) and 7’ = ry (%) to obtain the results of Theorems 4.1 and 4.3 for the modal interval and

r 2k

1/d

shorth estimators, respectively. Furthermore, by Lemma 2.1(iii), we have r Jilogn S (%) 8dlogn-
Thus, we also recover the analog of Theorem 4.4 for the hybrid estimator.

Finally, note that an analog of Theorem 7.1 holds when we use the computationally efficient modal
interval and shorth estimators described in Section 6, with minor proof modifications.

7.2 Sufficient conditions

Condition (C1) may be a bit difficult to interpret. We define two related conditions:

(C2) Each component density p; is log-concave with a unique mode at 0. Recall that a distribution with
density p is log-concave if p(x) o< e~ for a convex function ¢ : R? — R.
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(C3) Forall x € R? and all 1 <i < n, we have p;(x) = p;i(—x).

Note that condition (C3) only requires symmetry of the density around 0, rather than radial symmetry;
in particular, it holds for Gaussian distributions that are not necessarily isotropic.
We have the following result, proved in Appendix F.2:

PROPOSITION 7.2 Suppose conditions (C2) and (C3) hold. Then condition (C1) also holds. Further-
more, g(a,r) < lerj

In fact, we can even derive a result only assuming condition (C2) in the case d = 1. As argued
in the proof of Theorem 7.1, we may establish that R( fﬁM.r’ r) > %, w.h.p. Thus, there exists some i

such that R;(fg,, ., r) > R%. By properties of log-concave convolutions (cf. proof of Proposition 7.2), we

4r
R

since we could otherwise pack too many intervals into the ray between x; and [y ,, thus contradicting

know that R;(fy,) is decreasing along rays originating from some point x¥, and also ||t —x} |2 <

the inequality R;( fﬁM,wr) P> R%. Finally, note that due to the unimodality of p; at 0, we clearly have
lx}|]2 < r. Altogether, we obtain the error bound

4r
R*

r

[ rll2 < 22+ 1,

which is of the same order as the guarantees in Theorem 3.1. A similar conclusion could be reached
if we replaced condition (C2) by the condition that each p; has a unique median and mode at 0, since
Ri(fy,r) is decreasing along rays originating from r (—r) in the positive (negative) direction.

7.3  Examples
We now describe two examples to illustrate concrete use cases of our more general theory.

EXAMPLE 7.3 (Elliptically symmetric distributions) We now consider the case where the components
of the mixture are not spherical, but have the same axes of symmetry. Concretely, suppose that for a
fixed matrix X > 0, the density of each X; is of the form f; (x—u)"Z~!(x—p)), where f; : R — R is
a decreasing function defined on the positive reals. The goal is to estimate the common parameter [ €
RY. As a specific example, we might have a mixture of nonisotropic Gaussian distributions where the
covariance matrices are all scalar multiples of X. This strictly generalizes the case of radially symmetric
distributions, which corresponds to the case X = I.

Suppose we employ the modal interval, shorth, or hybrid estimators described above. Note that these
estimators do not require knowledge of the matrix X. We wish to analyze the behavior of the quantity
g(a,r) defined in equation (7.1), which is relevant for Theorem 7.1. Indeed, we can derive an analog of
Lemma 2.1 that applies in this setting. The main step is to understand bound the quantity g(r, ;) when
r1 < r. We have the following result, proved in Appendix F.3:

PROPOSITION 7.4 Let r; < rp. For an elliptically symmetric distribution, we have
g(r2,r) <C (rlkmax(2)>d
T T\ Amin(Z) )

Clearly, taking C = 1 and X = [ in Proposition 7.4 recovers the result for radially symmetric distri-
butions.
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Remark 12 Similar arguments as in Example 7.3 could be applied in the case when the probability den-
sity functions of the distributions are proportional to exp(—||x — || /o), for a different norm || - || besides
the squared /;-norm or the Mahalanobis norm. Also note that if the matrix X (accordingly, the norm
|| - ||) were known a priori, it might be possible to obtain better rates by using a modal interval/shorth
estimator based on the level sets of the norm rather than spheres of varying radii.

EXAMPLE 7.5 (Mixture of radially and centrally symmetric distributions) For another interesting spe-
cial case, suppose we have s points drawn from radially symmetric distributions, and n — s points
drawn from centrally symmetric distributions. Suppose we have f(n) points which are well-behaved
in the sense that the interquartile range of the corresponding distributions is small. (These distributions
need not coincide with the radially symmetric distributions.) We have the following result, proved in
Appendix F.4:

PROPOSITION 7.6 For r = g(f(,) and r' = 2rn'/?, we have

%
r
73
provided s > n —2n'/4(f(n) — 4).
Thus, as the proportion of well-behaved points increases, the required proportion of radially sym-
metric distributions required to obtain a specific error guarantee becomes smaller. In particular, if f(n) =

Q (nl’l/ ), we do not need any radially symmetric distributions; recall, however, that the coordinatewise
median already performs well on a mixture of centrally symmetric distributions if f(n) = Q(y/nlogn).

8. Linear regression

We now shift our focus to the problem of linear regression, and demonstrate how the methodology
developed thus far may be adapted to parameter estimation in multivariate regression. Suppose we have
observations {(x;,y;) }}_, from the linear model

yi=x B +&,  VI<i<n, (8.1)

where the pairs {(x;,&)}}_, are independent but not necessarily identically distributed, and x; and &; are
independent for each i.

Following the theme of our paper, we assume that the probability density function of ¢;’s are sym-
metric and unimodal. We want to study the behavior of the modal interval regression estimator

n

ﬁEargmaleI{|yi—x,~Tl3|<r}, (8.2)
Berd T2y
for an appropriate choice of r > 0.

A natural question is whether the true parameter §* is the unique population-level maximizer in
the regression setting. As the following proposition shows, this is indeed the case when the densities
of the x;’s are absolutely continuous with respect to Lebesgue measure. The proof is contained in
Appendix G.1.

PROPOSITION 8.1 Consider the linear model in equation (8.1), where the distributions of x;’s and &;’s
have Lebesgue density. Then the population-level maximizer is given by

B* :argmglxiE[lﬂyi—xiTm <ril, Vr > 0. (8.3)

i=1
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Importantly, Proposition 8.1, and the ensuing theory, does not require specific assumptions on the
form of the distribution of the x;’s. However, in order to derive easily interpretable error bounds on the
modal interval regression estimator, we will assume further distributional assumptions (cf. the statement
of Theorem 8.2 below).

8.1 Estimation error
In order to obtain error bounds on || — B*||2, we need to analyze the behavior of the quantities
n

1
Ry= LY P(—alBI<n).

i=1

for a fixed value of r, chosen sufficiently large that Rﬁ* > %. In particular, we want to show that for
. . Rg+
||B — B*||> larger than a certain value, we will have Rg < 5- = - ¥ | P(|&;| <r).

As before, the key ingredient for deriving error bounds is a uniform concentration result. This is
proved in the following lemma:

LEMMA 8.1 Lett € (0, 1], and suppose r is large enough so that Rg« > %. Then

P sup = tRg-
BeRY r'<r

< 2exp(—cnRp:t?). (8.4)

Since the proof is directly analogous to the proof of Theorem 2.2, we only provide a sketch: The
key point is to consider the VC dimension of the class of functions f(x,y) = 1{|y —x” | < r}, indexed
by the pair (8,r). Note that the subset of points in R¥*! associated with the indicator function f(x,y)
is an intersection of two halfspaces. Using results on the VC dimension of an intersection of concept
classes [44], we see that the VC dimension of the desired hypothesis class is bounded by C'd. The
concentration result then follows by the same arguments used to derive Theorem 2.2.

It is generally difficult to state general bounds on estimation error that depend only on order statistics
of quantiles, since as in the case of mean regression, the error bounds one can derive will be largely
problem-dependent. In order to simplify our presentation, we will only discuss the case where the
&’s and x;’s are Gaussian: & ~ N(0,07) and x; ~ N(u!,X!). We have the following result, proved in
Appendix G.2:

n

1
n

1 n
H{yi—x/ Bl <7} —;ZE[1{|yi—xiT/3| <r'}
1 i=1

i=

THEOREM 8.2 Let Anin := min; Amin(Z]), and suppose Amin > 0. Suppose r > 0 is chosen such that
Rg« > %. Then the regression estimator (8.2) satisfies

/
C'NO(cdlogn)

1B —B"[l2 < N7

w.h.p.

We conjecture that it is possible to decrease this upper bound to O(ﬁc(clogn>) by an appropriate
hybrid screening procedure, but we leave this to future work. Also note that in order for the bound in
Theorem 8.2 to be useful, the quantity A, must either be a constant, or else not decrease too rapidly
with n.
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8.2 Computation

A natural question is whether the modal interval regression estimator (8.2) is actually computationally
feasible. We claim that an estimator may be obtained in O(n?) time, using Algorithm 3. The proof is in
Appendix G.3.

Algorithm 3 Modal interval regression estimator

1: function MODALINTERVALREGRESSION(X|.;, Y., 7, d)
2: Construct the set of hyperplanes

yf:{yi:xiTﬁ“"r}U{)’i:xiTﬁ—r}.

3: Let {Sy,...,Sy} denote the set of subsets of ., of cardinality d.

4: for j=1,....Ndo

5: Solve the system of linear equations given by S;. Let B; be a solution (if one exists).
6: end for

7 e argmaxigey p i L=l Bl <}

8 return 3+

9:

end function

THEOREM 8.3 The output of Algorithm 3 is a maximizer of equation (8.2).

Remark 13 Correct application of Algorithm 3 would assume that r is chosen appropriately. It is less
clear how this parameter might be calibrated based on the data, perhaps using an appropriate variant of
Lepski’s method. We leave this important open question to future work.

9. Simulations

We now present the results of simulations on the recurring examples to validate our theoretical predic-
tions (cf. Table 1). Although our theorem statements involve large constants, we empirically observe
that smaller constants suffice to elicit the same behavior predicted by our theory. We run the k-shorth
estimator with k = 5dlogn and k-median with k = \/nlogn. We use these estimators for the hybrid
estimator, i.e., the (y/nlogn,5dlogn)-hybrid estimator. The mean estimator corresponds to the simple
average, whereas the median estimator refers to the (coordinatewise) sample median.

For each n, we run T = 200 simulations for univariate data and 7 = 20 simulation for multivariate
data and report the average error %ZiTzl |t — w*| of various estimators. Both axes in all of the plots are
in a log-scale. In particular, the slope of the curves indicates the power of # in the estimation error, and
vertical shifts correspond to constant prefactors.

9.1 Univariate data

We first present simulation results when d = 1. We use » = 1 for the simulations involving r-modal inter-
logn

val estimators, since R} = Q2 (T) in each of the recurring examples, although the constant prefactors

do not exactly align with our theory.

In the case of Example 3.4 (i.i.d. observations), we generate x; Hid- A4(0,1). As seen in Figure 3(a),
the mean and median estimator perform optimally in this setting, giving an error rate of O(n=°>). In
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contrast, the shorth estimator (with k = 5logn) has a flat trend line indicative of constant error, as
suggested by Remark 2 and the phase transition arguments in Section 3.1.2. On the other hand, the
error of the hybrid estimator decays at a rate more comparable to the mean and median. As discussed in
Remark 6, the hybrid estimator is indeed optimal up to log factors. We see that the performance of the
modal interval estimator is better than the shorth but worse than the hybrid estimator, and exhibits the
cube-root asymptotic decay encountered in classical statistics [23]. Furthermore, the estimation error
of the hybrid estimator behaves more like the error of the median estimator as n increases. Note that
although our bounds for the shorth and modal interval estimators are tighter for smaller values of k and
r, choosing larger values results in better performance when the data are homogeneous, which is not a
valid assumption in our general use case.

For Example 3.5 (quadratic variance), we generate x; ~ .4 (0,). In Figure 4(a), we see that the both
the median and mean have similar slopes: Proposition 3.9 predicts that the median would have O(y/n)

error, compared to the @ (, / nil Y i2) = O (\/n) error of the mean; indeed, the curves are roughly

parallel. However, the error rate of the modal interval, shorth, and hybrid estimators is significantly
smaller. As stated in Propositions 3.8 and 3.10, the error of these estimators is upper-bounded by O(nf),
for € > 0.

H“N——H—A——A\H A’”“\A——"\A\A mean
107! @ sk - median
Q @ modal
_ ® 1 ® 10~ 1 @ ® interval
E MR ¢ o ® PY 8 ¢ @ ® —A— shorth
) 1072 T 5} @ hybrid
5 |x e ol s |
: 1 *3 g R
< - " < Tk
-3 | T~ T~ N
10 *\*\A* 10-2 4 *\\
\'*\* - >
T T T T T
10° 108 107 10* 10°
n n
@d=1 b)d=3

F1G. 3: Plot comparing average error of various estimators on Example 3.4. Both the mean and median
exhibit the familiar O(n~0) error rate. The modal interval has errors of order n~'/3. As suggested by
our theoretical bounds, the (logn)-shorth has constant error. The hybrid estimator improves the rate of
the shorth estimator, with a similar error decay as the median estimator as n increases.

For Example 3.6 (a-mixture distributions), we generate [10logn]| samples from a .4 (0,4 x 10~%)
distribution and the remaining samples from a .4#"(0,n%) distribution, with & = 0.9 and 1.3. The plots
in Figure 5 add additional curves to the phase transition plots in Figure 1. As suggested by Proposi-
tions 3.8 and 3.10, the modal, shorth, and hybrid estimators have constant error for & > 1, whereas the
error increases with n when o < 1. Furthermore, the hybrid estimator performs better than the shorth
estimator when o < 1, with an error rate of O(n*~%-%) rather than O(n*), while the modal interval esti-
mator seems to perform comparably to the hybrid. Finally, note that the behavior of the hybrid estimator
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FIG. 4: Plot comparing average error of various estimators on Example 3.5. As mentioned in Table 1,
both the mean and median have /i error rate. The error rates of the modal interval, shorth (with
k = 5dlogn), and hybrid estimators are superior to the median in the univariate case, and the hybrid
estimator is clearly superior when d = 3.

is similar to the behavior of the median estimator when o < 1 and to the modal interval/shorth estimator
when o > 1, showing that it indeed enjoys the better of the two rates in different regimes.

9.2 Multivariate

We now present simulation results for multivariate data, using d = 3. The data for all three recurring
examples are generated with the same parameters as in the univariate case, except with isotropic dis-
tributions. We run the computationally efficient versions of the shorth and modal interval estimators
described in Section 6, with k = 5dlogn and r = V.

The trends for i.i.d. data, shown in Figure 3(b), are analogous to the univariate case. Similarly, the
plots in Figure 4(b) for the quadratic variance example resemble the plots in Figure 4(a), with the hybrid,
shorth, and modal interval estimators performing noticeably better than the mean or median. Note that
for these experiments, the modal interval estimator appears to behave better than either the shorth or
hybrid estimators by a constant factor. For the multivariate version of the a-mixture distribution, we
run simulations with @ = ﬁ < 1 and a = 1.3, where we have chosen the first value of o so that the

upper bound in Theorem 5.5 gives O (n""%) = O(nﬁ‘%) error for the hybrid estimator, whereas the

derived bounds for the modal interval and shorth are O(n%*) = O(nﬁ) (cf. Remark 6). Indeed, we see in
Figure 5(c) that the estimation error of the hybrid estimator decreases with n, like the mean and median
estimators, whereas the shorth estimator has an increasing trend line. The curve for the modal interval
estimator appears to be roughly constant (or possibly slightly increasing). The curves in Figure 5(d) are
very similar to the curves in Figure 5(b), suggesting the existence of a phase transition for o € (2]7, l]
in the multivariate case, as well.
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FIG. 5: Plots comparing average error of various estimators on Example 3.6 for different values of o.
As suggested by Proposition 3.9, the median and mean have superior performance to the modal interval
and shorth estimators for o < 1. Moreover, the hybrid estimator exhibits similar behavior to the median

when o < 1 and to the shorth when o > 1.

10. Conclusion

We have studied the problem of mean estimation of a heterogeneous mixture when the fraction of
clean points tends to 0. We have shown that the modal interval and shorth estimator, which perform
suboptimally in i.i.d. settings, are superior to the sample mean in such settings. We have also shown
that these estimators and the k-median have complementary strengths that may be combined into a
single hybrid estimator, which adapts to the given problem and is nearly optimal in certain settings. An
important question for further study is whether the proposed hybrid estimator is always near-optimal, or
optimal, for more general collections of variances.

Our discussion of linear regression estimators has been fairly brief. Some issues that we have not
addressed include derivations for non-Gaussian error distributions and regression estimators in the case
of a fixed design matrix. We leave these questions, and a derivation of optimal error rates in the linear
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regression setting, for future work.
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Supplement to “Estimating location parameters in
sample-heterogeneous distributions”

By Ankit Pensia, Varun Jog, and Po-Ling Loh

A. Proofs of preliminaries

In this appendix, we provide proofs for the preliminary lemma concerning properties of radially sym-
metric distributions in Section 2, as well as the concentration results used in the paper.

Al

1.

Proof of Lemma 2.1

Note that R(fy ) can be written as convolution of P with indicator function of B,, both of which
are unimodal and radially symmetric. The desired result then follows by Proposition 8 in Li et
al. [29], which implies that R(f; ) is also unimodal and radially symmetric.

. This follows from the nonnegativity of the density.

. As P is radially symmetric, let the density of P at x be given by p(||x||). R} can be written as R} =

* ro(d—1 g0
C [ p(s)s?~'ds where C is a constant for a fixed dimension. Define g(r) := é% = W for

r > 0. Property (iii) is equivalent to showing that % g(r) < 0. By unimodality of p(-), it follows
that g(r) > %. Differentiating g(-), we get

d p(r)rd=1pd — g1 forp(s)sd’lds _ p(r)—dg(r)

Eg(r) = oy <0.

,
Note that any rj-packing of B(0,r, — ry) has the property that all balls in the packing must be
entirely contained within the larger ball B,,. Furthermore, by Lemma 2.1(i) above, we know
that R(fyr,) = R(fr,r,) when ||x||> < r». Hence, by summing up the densities of all balls in the
packing, we obtain

R(f().,rz) = P(Brth 71 )R(frz,rl )7
from which the first inequality follows.

To obtain the second inequality, we use the sphere-packing lower bound

d
r—r
P(BrQ—rlarl)>N(Br2_rl’2r1)>( 2"] ) ’

where N(-,-) denotes the covering number (cf. Proposition 4.2.12 of Vershynin [45]).

The proof of the first inequality is the same as the proof of the corresponding statement in
Lemma A.l. The second inequality follows by noting that E ||X; — |3 = Tr(X;) = do?. By
Chebyshev’s inequality, we have

5 3
Ri(fo.26va) = PUIXi — pfl2 < 2Vdo;) > yE

for each i. Thus, BQG( covers at least % of the mass of at least 2k distributions, implying the

2k)\Vd
desired result.
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A.2  Proof of Lemma 2.2
Recall that R;(f) = E f(X;). We define the random variables
Yyi= f(X;) = Ri(f)-

Note that E;[Y;,;] = 0 and |Yy;| < 1. Furthermore, the variables (Y ;)?_, are independent for each fixed
f. Let

Z:= R.(f) —R(f)) = Y v
fsellj%( (f)=R(f)) fseurp;nizzl 1

We will apply Lemma A.2 to obtain a high-probability upper bound on Z. Here V = d + 1, the VC
dimension of balls.
Since its application requires a bound on the expectation, we first derive the following lemma:

LEMMA A.1 If nR} > 1300V logn with both n > 1 and d > 1, then
R¥1
EZ <72¢/vor 8"
2n

Proof.  We will use Theorem A.1 from Appendix H, with 6> = sup, <, R(fx») = R;. In particular,
note that since no? > 1300V logn, we have

o 4e? 1y 16¢* < 16¢*n
8\e ) 2%\ 62 ) S 2% 1300V Iogn

< logn7
2
SO
N\ 2
4e 576V 4e
244 —1 = 1 —
( 5n0g<6)> Sn 0g<6>
< 576V . logn _s7 6Vlogn
5n 2
Thus, Theorem A.1 is applicable and leads to the following bound:?
2 *
Z<72‘/ Vlog 4e VR logn

0
We now apply Theorem 12.9 from Boucheron et al.[6] (stated in Lemma A.2 in Appendix H) with
VVi,s =Ijf and

p? = sup ZEYf— sup ZV

feAti= feti=
< sup ZE = sup nR(f) =nR},
feti= fesAt

2Note that the definition of Z in Theorem A.1 has a factor of 1/+/n as opposed to the factor of 1/n here.
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where the inequality holds because the variance of a Bernoulli random variable is bounded by its expec-
tation. Hence, using Lemma A.1 and the assumption nR; > 1300V logn, we have

v=2nEZ+p?<2nEZ+nR;

V1
< 144,/0.5VnR: logn + nR: < nR: (1441 |0-5Vlogn SVR*Og” + 1)
n r
0.5Vlogn
<nR* (144, | =22 08" 1) 6uR
" ( \ 1300V logn >< "

*

ntR* t t
> —_ > — .
log (1+210g (1+ > )) /log(1+210g<1+ 12)) > o (A1)

using the fact thatz < 1.

2
Now suppose nR; > C,%logn for the constant C; = (%) . Note that for r < 1, we have nR; >

1300V logn, so all the previous results are also valid. Moreover, we have

EZ nEZ . 72,/0.5VnR}logn _ 144./0.5V logn

tR*
Thus, 5= > {5, s0

0.5tRx  0.5tnR: 0.5tnR t\/nRx

144,/05VIogn 144
= 1/05CViogn  1/C,

< 1.

Now we have all the ingredients required for the application of Theorem 12.9 :

P{Z >R} <P{Z>EZ+0.5R:}

tR* tR*
< exp _n “log | 1+2log 14 1
4 2v
<ex fintzR*
S P\ 700 )

where the last inequality follows by inequality (A.1).
An identical argument can be used to upper-bound the quantity

sup (R(f) = Ra(f)),

et

concluding the proof.

A.3  Proof of Lemma 6.1

We begin by proving inequality (6.3). First consider the following peeling lemma, an adaptation of
Lemma 3 in Raskutti et al. [36]:
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LEMMA A.2 Let A C R”, and suppose {¥}xea is a collection of random variables indexed by x. Also
suppose g : R — Ry is a strictly increasing function such that infes g(A(||x]]2)) > u, for some p > 0,
and h : Ry — Ry is a constraint function, and the tail bound

P ( sup Y > g(s)) < 2exp (—cg(s))
x€A:h(||x|]2)<s

holds for all s € range(h). Then

2exp(—ci)

- exp(—cu)’ “.2)

P(¥. <2g(h(lxll2)), VxeA)>1

Proof. We define the sets
A= {xe A2 < g(h(|l2) <27}
for m > 1. By a union bound, we have
M
P(Elx CASL Y, > 2g(h(||x||2))) <Y P(Elx €A st Yy > 2g(h(|\x||z))),
m=1

where M = sup,,~; g~ (2" 1) € range(h).
Further note that if x € A,, satisfies ¥, > 2g(h(||x||2)), then g(h(||x||2)) = 2", so

P <sup Y, > 2g(h(||x2))> <P (sup Y, > 2~2m_1u>

XEAm XEAm

<P ( sup Y, > 2”’u>
x€Ag(h(||x]l2))<2mp

=P ( sup Y. > 2’"[1)
xeAh(|xll2)<g ™ (2" p)

< 2exp(—c-2"p),
if m < M. If m = M, the same logic shows that

P (sup Y > 2g(h(|x||2))> <P ( sup Yy > 2’”/1) )

XEAR xeA(|x]2)<v

where v = sup, 4 (||x||2). Furthermore, 2!t < g(v) < 2™u, so the last probability is upper-bounded
by

P < sup Yy > g(v)) < 2exp(—cg(v)) < 2exp(—c-2" ).

XEA:h(||x|]2)<v

It follows that
P (sup Y, > 2g(h(XI|2))> < 2exp(—c-2"" '),

XEA,
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for all m > 1, so summing up over m then gives

oo 2exp(—c
P(EIxGAs.t. Y, > 2g(h(|x])2) ) Z2GXP 2m_1”)<1_e51(3(_2)’

implying inequality (A.2). (]
We apply Lemma A.2 with A = {x : ||x||> < 7}, and

Y, = |Rn(fX,r) _R(fx.,r)|7 h(|[x|l2) = R(fxm)a g(s) =ts,

for fixed values of 7,7 > 0 and r € (0, 1]. Clearly, g is monotonically increasing and satisfies infycs g(h(||x||2)) >
tR(f7r). Note that for any s € range(h), we have s = R(fy, ») for some x;, and

P ( sup |Rn(fxr) = R(frr)| = g(s)) = ( sup |Ru(fxr) = R(frr)| = tR(fX.;J))

€Ah(|lxll2)<s stz < llxell2 <7

eXP(_C”R(fxs,r)tz)
exp(—cntg(s)),

assuming nR(f;,) > Cidlogn, where we use a slight modification of Lemma 2.2 where /¢ is the set
of balls centered around points in {||x||2 > ||x||2}. Lemma A.2 then implies the desired concentration
inequality.

To establish inequality (6.4), note that we can simply use a modification of Theorem 2.2, where /.
is now the set of balls centered around points in {||x||o > F}.

B. Proofs for univariate estimators
We begin with the following lemma, also appearing as Lemma 1 in Pensia et al. [35].

LEMMA A.1 We have the following properties:
(i) Forany r> 0 and x,x" € R, if [x| < ||, then R(f,) = R(fy ).
(i) Forany x € R,if r </, then R(fy,) < R(fy ).
(iii) If0 < r < ', then & > %2
(iv) If0 < r, 7', then R(f ,) < LR}.

(v) If 1 <k<n,then & < RZ and |, < R2<’<2k>

Proof. The proofs proceed using simple calculus and algebraic manipulations, relying only on the
properties of symmetry and unimodality.

(i) Property (i) follows directly by unimodality and symmetry of P.

(ii) Property (ii) is true by the non-negativity of density.
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(iii) Let p(x) be the density of P. Then R: =2 [; p(y)dy. Define g(x) := RT; for x > 0. Property (iii) is
equivalent to showing that % g(x) < 0. By unimodality of p(-), we have g(x) > 2p(x) for x > 0.
By differentiation, we have
4 o) = 2P —2fgp()dy _ 2p(x) —g(x)

dx x2 - X <0,

as wanted.

(iv) Note that r’ can be written as ¥’ = (K + o)r, where K € N and o € [0,1). We need to show that
R > (K+ a)R(f, ). We may write

r/ = 2/ p
K ¥ —(k—1
=2 p(x)dx—|— ) 2/
0 k=1 r’—kr

The second term is 0 if K = 0. By (iii) above, we have R}, > oR;. Therefore,

where the last inequality again uses unimodality of P, and the second term is 0 if K = 0.

(v) Note that
1y 1 2% &k
Ry = ﬁ;P(‘XA Sdex) > 20w
Let R;(f) be the expectation of f under P, i.e., R;(f) = E f(X;). For the second inequality, note
that by Chebyshev’s inequality,

)

W

Ri(fo2s) =P(1X; — 1| <20;) >

for all i. Therefore, an interval of length 40 covers at least % mass of at least 2k distributions,
implying that

1 & 13><2k k

*
RZO‘(zk) R(fo, 25(2k) n Z i 4 > n

O

Lemma A.1 shows that we can use P as a measure of distance between two intervals. In particular,

if two intervals with the same center/radius are close under R, the respective radii/centers must also be
close.
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B.1  Proof of Theorem 3.1

We begin with the following result, which follows from Lemma 2.2:

LEMMA A2 Lett € (0,1], and let r be such that R} > Cy 5, (lof"). Then with probability at least
1 —2exp(—c'nR;1*), we have R(f3,, . ;) = (1—1)R;.
Proof.

logn

This will follow from Lemma 2.2 by choosing 0.5¢ instead of ¢. If R} > Co.s1—;—» then with proba-
bility 1 —2exp(—cnRt*/4), we have

IRa(f) —R(F) < 5=

uniformly over f € J. Assume that this event happens. Note that R(fo,) = R; and R,(fg,, . ,) =
Ry (fo,r) by maximality of the modal interval estimator. Since f5,, ., fo.» € 74, we have
tR; tR;
R(fﬁMvr,r) 2 Rn(fﬁM'r,r) - 7 z Rn(f(),r) - )
> R(fo,) — 1R} = R} ~ 1R},

as wanted. (|

Lemma A.2 states that if r is small, then R(f;,) behaves like a (scaled) density of the mixture
distribution P. Indeed, the density of P at the empirical mode, ﬁM,,, is within a constant factor of the
density at u*.

Turning to the proof of the theorem, note that by Lemma A.1(i), we know thatif R(f,s ,) < R(fg,, . »)>
then |,ZIM7,| < 7. Furthermore, taking t = % in Lemma A.2, we have R( Sai . L) = R%, with probability at
least 1 —2exp(—c'nR} /4). Thus, inequality (3.1) holds provided R(f ,) < Rg.

Now suppose Let r' = %. By Lemma A.1(iv) and noting that R}, < 1, we have

ro. r r R:
R(fr/’r) < FR},/ < 7 == 2 - 7
R*

This establishes inequality (3.2).

B.2  Proof of Theorem 3.2

The proof of Theorem 3.2 is similar in spirit to the proof of Theorem 3.1. We begin by proving a lemma,
which replaces Lemma A.2:

LEMMA A.3 For 2k > Cy s, logn and ¢ € (0, 1], with probability at least 1 —2exp(—ckt?), we have

k
R(fﬁs,k,r%) = (1 _t)Rfk = (1 _t);

Proof. By assumption, we have nR;, =2k = Cy s logn. Applying Lemma 2.2 with 7 = 0.5¢ and r = ry,
we know that with probability at least 1 — exp(—c2kt?/4), we have

sup Rn(fx,r) 7R(fx,r) < szzk'

X,r < 2
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Combined with the guarantee of Lemma 4.1, we conclude that

t
R"(fﬁs,kfk) 7R(fﬁs.k-?k) < ERiZk’

with probability at least 1 —exp(—ckt?/2) —exp(—k/8).
Furthermore, since all the distributions have densities, all the X;’s are distinct with probability 1, so
Ru(fag, 7) = % We thus conclude that

k t 2k

2 7R(fﬁs‘kfk) < E : ;a

so R(fgg, 7)) > (1— t)% = (1 —1#)R; . Again using the fact that 7x < ry, we can use Lemma A.1(ii) to
conclude that R(f,, 7,) < R(fg,, ., )» S0 the required statement holds. O

Let ¥ = 2"% Taking ¢t = % in Lemma A.3 and using Lemma A.1(i), it suffices to show that
R(fr 1) < 2"—”, which follows by Lemma A.1(iv) and the fact that R}, < 1.

B.3  Proof of Theorem 3.3
We first prove the following result:

LEMMA A.4 With probability at least 1 —4exp(—ck?/n), both of the following statements hold:
1. Sk contains the origin in the sense that 0 € [min(Sy), max(S)].

2. Diam(Sk) < 2r2k

Proof. The k-median was defined using y;,. It is therefore instructive to study the properties of the
population-level quantity y(6) := Ew,(0). For 6 > 0, we have

Y(0) == E v (0) = Y Elign(0 X))
i=1

1
= ;ZP(—(—) <X; < 0)=R(fop) =Rp.
i=1

In particular y(ry) = R}, = % Similarly, for 6 < 0, we have y(0) = —Rjy)-

1. It suffices to show the events émed,k < ry and §med7,k > —ry; hold with the required probability.
We will focus only on the error on the positive side, i.€., Omed x > r2x. The analysis for Opeq i <

—ryy is similar by symmetry. Recall that W, (Omed r) = % a.s., so by monotonicity of y,, it follows
that

~ k
P (Gmed,k > rzk) <P <llfn(rzk) < n>

=P (an(rzk) —y(ru) < —i) :
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Since y,(-) — y(+) is a centered sum of independent bounded random variables, we may apply
Hoeffding’s inequality on its negative tail. Therefore,

—~ K\ 2
P (Qmed,k > "2k> S exp (cn (> ) < exp(—ck?/n).
n

2. We bound the probability that max(Sy) < 0; the bound for min(S;) > 0 is analogous. If max(S) <
) k

~

0, then y,(0) > % by monontonicity of v, and the fact that max(Sx) = Omeq x and ¥, (Omed k) =
By Hoeffding’s inequality, we then have

P (max(S;) <0) <P (%(0) > :) —P (wn(O) —w(0) > :)
(o)l )
0

By Lemma A.4 and Theorem 3.2, with probability with probability at least 1 — 4exp(—clog®n),
both of the following events happen simultaneously:

1. 0 € [min(Sk), max(S)].

2. Diam(Sy) < 2ry, .
As the set [min(Sy ), max(Sy)] is convex and 0 belongs to the set, | [k, k, | < [Us, |- As Uk, k, € [min(Sy), max(Sk)],
|k, &, | is less than the diameter of Sy. This proves the first inequality of the statement.

Let ¥/ := 4\/1#72@. To prove the second inequality, we break down the analysis in two cases:
CASE 1: Suppose R}, > 210%. This implies that ry, < r' and thus desired holds. Since the final

prediction is always within the set spanned by Si,, we must have |[i, x,| <’ with probability at least
1 —4exp(—clog®n).

2logn
g
) < % Indeed, we have by Lemma A.1(iv)

CASE2: Suppose R, < We will first show that |Ls «, | < . Similar to the proof of Theorem 3.2,

it suffices to show that R( fr/nk2

iy % 1 210gn kz

22, ==

s Wilogn /n 2n’
2

R(fr’,rzkz ) < r/

with probability at least 1 —2exp(—c’k).
Altogether, we conclude that |t 4, | < ', with probability at least 1 —2exp(—c'ky) —4exp(—clog? n).

C. Proofs for examples

In this appendix, we provide the proofs for the propositions regarding the examples discussed in Sec-
tion 3.1.
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C.1  Proof of Proposition 3.7

Using the symmetry and unimodality of p, we have the following relation:

2p(0)r = R(fjo,n) = 2rp(r)-

Using the first inequality above and choosing r = r¢, we obtain ry > %(0). The second inequality implies

that if 2p(y)y > %, then 7; < y. In the remainder of the proof, we will show the bounds for each example
using this approach:

1. The lower bound follows by noting that the density at 0 is \/217[6. As aresult, ripg, =

V2rologn
2n :

The upper bound follows by noting that density at x = |G| is within constant factor of the density

at 0. Let r = (0v/2melogn)/n. For large enough n, we have that r < ¢. Thus

e /2 o\/2melogn _ 2logn

2p(r)r = 2p(o)r=2
p(r)r > 2p(c) N " ,

Therefore, ry < (0v/2melogn)/n.

2. The lower bound follows by noting that the density at x = 0 is

p(0) = (i{ 27lrcin> =© (lii”)

where we use that logn < Y7, i~! < (logn+1). Thus rieg, > 2;‘%‘%('(‘)) = 0O(1). The upper bound
follows by noting that the density at x =1 is

1
B(1) = ii > i ! (1_1) =5(0) — !
P i=1 271cin - =1V 27xcin iZCZ P V 27‘[6'3}’1 i=1

where the inequality uses that for all x € R, e* > 1+x. As Y, P converges, we let C =
lim, Y7, %3 We thus have that

2})(1)122<p(0)_(3j>>210gn(1 C )

n an \c 3logn

1

3’

(ngE

~

This last expression is greater than (logn)/n, when c is less than (say) 4/1/27 and n is large
enough such that logn > 2C/c?.

3. We first consider the case o > 1. The lower bound follows by noting that the density at O is

clogn 1 n—clogn 1 logn

—=0—].
n 2 * n n% < n

The upper bound follows from the fact that at least clogn distributions have variance 1. Thus the

interval [—1,1] contains more than 0.6 probability of at least clogn distributions. As R(fo.1) >
0.6¢(logn)/n, which is larger than (logn)/n for ¢ > 5/3, implying that rjog, < 1.
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We now consider the case when & < 1. The density at 0 is

clogn 1 n—clogn 1 1
— =0 —

n \2x T (n“) ’
which implies the desired upper bound. For the desired lower bound, we note that the density at

x=11is also ® (,%a) Using a similar calculation to that of Example 1 above, we get the desired
upper bound on ry.

C.2  Proof of Proposition 3.8

Clogn
n

Since r = rciogn, We have R} = . By inequality (3.2) of Theorem 3.1, we have

2’/”'Clogn
Clogn

|| < ; (A1)

w.h.p.

1. Analogously to Proposition 3.7, we have rciog, = © (%) Inequality (A.1) then gives the
result.

2. The bound of O(n) follows by inequality (A.1) and noting that rclogn = O(1) for a fixed C and
sufficiently small ¢ > 0. We now focus on how to obtain the tighter bound of O(n®) for an € > 0,
using inequality (3.1).

Let R;(f) be the expectation of f under P, i.e., R;(f) = E f(X;). Fix an € > 0. Let 7/ = n® and
r = 1. Then it suffices to show that RY — R(f. ,) > C'R; where C' > 0 might depend on & but not
on 7.

We will show that

(a) Rj _R(fr’,r) C1 Zt< r’ R; (fo V)

= T0c

() X,y Ri(for) > canky.

5

To derive the first inequality, note that

*
nR; —nR(fy,) > ZRfm 1)
lém
x2 (0 5rl+x)2
/ Z / e 21212 —e 20212 d_x
0 V2mci
i< IOL
ozgr; 5

l—e 262 x
Z / ) ~ e 222x
= 271ci
i< T0c¢

>(1-¢') Y Ri(for)

i<z
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log

c

Now it remains to show that ):i oy Ri(fo.r) = c2R?. First note that nR} < . Hence,

o3 = 2670'5 7
Z Ri(fo1) = Z Ri(fo1) = Z —— >cslog| — ) = calogn® > csenR;.
i<t 1t = V2mci 10e
IS 100 it <i<qge il <i< {5

3. For o < 1, let ¥/ = @ (n®). Then it is easy that R(f, ,) < R%. This follows by observing that the
density of a Gaussian distribution decreases by more than half at a distance of ¢ from the mean.

For o > 1, let ¥/ = 10. Then R} > 0.5%, as a Gaussian distribution contains about 0.68 mass
within 1 standard deviation of the mean. Moreover,

Clogn n n <O~2Clogn < Ry

R(fs,)<0.1 < :
(frr) <O1— P . >

Inequality (3.1) then implies the result.

C.3  Proof of Proposition 3.9

In the following, we will show the bounds on r;_/z10g,, Which gives us the result:

1. As in the proof of Proposition 3.7, we have r, = @ (2*) for small k.
2. By Lemma A.1(i), we have 75 /1001 < 2004 /i10gn) = O (v/nlogn).

3. Note that for any fixed k, the value of r; for Example 3.6 is smaller than the value of r; for
. @/l _
Example 3.4 with 6 = n®. Thus, we have 1, /160, = O (@) =0 (n*"3logn).

C.4  Proof of Proposition 3.12

We first provide the main steps of the proof. Proofs of supporting lemmas are contained in further
sub-sections.

C4.1 Main argument. Proof. (Proof of Proposition 3.12) Let W be a generic random variable with
distribution Q, as defined in Example 3.11. Let A = [—2,2]. Consider two disjoint set of hypothesis
classes # and 7, with & = {fy1:x€A}and ¢ = {f.1:x¢A}. The hypothesis class _# contains
the intervals that are far from 0. Define the following random variables:

Zy = sup R,(f), Zy = sup R,(f).
fex fe s
We would show that with constant non-zero probability: (i) Z; < Z; and (ii) the maximum is achieved
in Z, at intervals that are far from 0.
Note that R} = supsc » R(f) = O (n=%). Define R, o supsc 4 R(f). Note that supremum is

achieved in both the cases and R*f < Rj. Moreover, we have the following straightforward relations:
1. 2R; > P(W € A) > Rj.
2. nR*, =0 (n'~%).
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3. P(W €A), /nR*, = O(1).

4. For every constant C', there exists another constant C > 0 such that

|R* /R*
* pd /
/—I—C - 1+C < n>

These relations suffice for showing that Z; < Z, with constant probability. To this end, we would show

that with constant probability both (1) Z; = R} + O (\/ I:f> ,and (2) Z; > R} +C

, for any

C > 0. Note that these events are dependent and thus we’d use the following lemma, which shows
that conditioned on the inclusion of points in each of two disjoint intervals, the distributions of the
histograms on each of the intervals behave independently:

LEMMA A.1 Let {xi,...,x,} be i.i.d. draws from a distribution with density p;. Consider two disjoint
intervals A and B. For any two disjoint subsets S,7 C {1,...,n}, we use xs to denote the vector (x; : i €
S), and we define x7 similarly. Let E denote the event that x; € A forall i € S, and x; € B forall € T.
Then for xg C A and x7 C B, we have

ps,r(xs,xr | E) = ps(xs | E)pr(xr | E).

Furthermore,
Pz -xl
xS ‘ E and
S P(X;eA)’
pi(x;)
prixr |E)=|]| 5+
116_; P(X,' S B)

are the joint densities of independent draws from the renormalized distributions of the points lying in
each interval.

Let S C {1,...,n} be an index set. For a fixed index set S, let the event Eg be Eg = {Xg C A, Xgc C
A}, where Xy is the vector (X; : i € S) and A is defined above.

Conditioned on Eg, Lemma A.1 states that X;’s are independent. Thus conditioned on Eg, the random
variables Z; and Z, are independent.

LEMMA A.2 Consider the setting in Proposition 3.12. Let S C [n] be such that |S| < nP(A). Conditioned
on the event Eg, we have that for some C’ > 0,

R*
VAR ’f—i—C/\/—]
n

LEMMA A.3 Consider the setting in Proposition 3.12. Let S C [n] be such that |S¢| > nP(A¢). Condi-
tioned on the event Eg, we have that for all C > 0,

with a constant nonzero probability.

ianrC

with a constant, nonzero probability depending on the constant C.
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LEMMA A4 Let Xj,...,X, " P, where P is a uniform distribution over [—b,—a]U|a,b] for some
0<a<b. Forar>0,letZ=sups y Ru(f)and k € N such that E = {Z =k} is an event of nonzero
probability. If ¢ > C, then

L P(lfiu] > 554) > ¢ > 0.

2. P(|fms| = 5412 > k) = ¢ > 0.

Lemmas A.2, A.3, and A4 give us the required lower bound on the probability of error. Let
ﬁM’L/ =argmaxye g R, (f). Clearly, we can write

o

~ n% - n
P{|MM71| > 2} :P{Zl <2, My, 7| = 2}

ES)
a

> Z P(Es)P <Z1 SnRT—I—C\/nR*,ZQ2”RT+C\/HRT,‘ZL\M’1,/| > n
SCln):|S|<nP(A) 2

~ n®
= Z P(Es)P <Z1 <o |Uuma, g1 > >
SCln]

Es).

Furthermore, note that since Z; is computed over the points lying in A and Z, and [l ;. g 1s computed
over the points lying in A°, Lemma A.1 implies that
E5>
[0
ES)

=P <Zl <nR’{+C\/nR’1‘ E5> P <Zz 2nRT+C\/nRT,|,L/IM_’17/| > %

=P <Z| <HRT+C\/I’£RT Es> P (ZQ 2”RT+C\/HRT Es>
. n*

-P (|.UM.,1,/| > 5|z =n T—&-C\/nR’f,ES) .

Finally, note that conditioned on Ejg, the points in A¢ are certainly still uniformly distributed by the
construction. Hence, we can apply Lemmas A.2, A.3, and A.4 to lower-bound each of the three factors
by a constant. We conclude that

nO!

P <Z1 < nR}+C\/nR;},Z, 2nRT+C\/nR’[,\ﬁM717f| > 5

~ n*
Pl >% ) ¥ pEjen-en),
SC[n]:|S|<nP(A)

where the final equality uses the fact that for X ~ Bin(n, p), we have P(X <EX) = ©(1). This concludes
the proof of Proposition 3.12. g

C4.2 Proof of Lemma A.1. Proof. (Proof of Lemma A.1) Clearly, we have

ps,r(xs,xr |E) = ps,TP(ZCg)xT) - Hes pi(xlg)(lg;g pi(xj)'
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Similarly, we may write

pi(xs)I1jer P(X; € B)

ps(xs | E) = P(E) ;
pi(xr) [TiesP(Xi € A)
E =
pr (XT | ) P(E)
Using the fact that
P(E)=]]P(XicA) J]P(X, €B)
icS jeT
implies the desired statements. O

C.4.3 Proof of Lemma A.2. Proof. (Proof of Lemma A.2) Throughout the whole proof, we will con-
dition on the set Es. Conditioned on Eg, Lemma A.1 states that Xs is a vector of |S| i.i.d. points with
distribution, say, Q4. Under Q|a, supsc » R(f) = P(VﬁingA) > % .

Using Theorem A.2 (Theorem 8.3.23 in Vershynin[45]), we get that

R}
<CVIST <€) 285y

where the last step uses that 2R} > P(W € A). Thus, with constant positive probability,

E || sup Zf(X,') —E[f(Xi)|Es]

fexies

R* R}

Zy = sup ¥ f(X;) <|S|=A-+C[IS| <A

fel/; *) <] |P(A) | |P(A)
<nR{+C'\/nR;,

where we use Markov’s inequality and the assumption that |S| < nP(A).
O

C4.4 Proof of LemmaA.3. Proof. (Proof of Lemma A.3) We will condition on the event Eg throughout
the proof. Once we have conditioned on Eg, there are |S¢| points distributed over A¢ according to
Lemma A.1, i.e., i.i.d. with a uniform distribution, say, O, ac. Consider a fixed function f € _#. As the
distribution is uniform, R(f) = R,

s

R
For each i € ¢, let ¥; = f(X;) — WZ")' Y;’s are centered i.i.d. Bernoulli random variables. We
calculate the following quantities required for the Berry-Esseen Theorem,

_ R Ry Ry
VI = B (1 - P(AC)> Z 2P(A°)

* * 3 * * 3
o4 7DV LV Y LV |
T Rag | P P ) |Pla?)
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By the Berry-Esseen Theorem [45], we have

P{Z"GS”Yi >t}>¢(r)—Em|3 29() - —————

|S|V[Y] VI P|se|
3nP (A€)

where ¢ (¢) &ef P(g <t)and g ~ 4(0,1). Therefore,

2R*

R*

S * »

PLZy > ] P >P{igcf(Xi)>nR/+C1/nR/}
=P Y; > |S|R*, +C, /nR*

B e e |

|S|R“:¢ +C, /nR*

S
{\/swv & v

y SIR", +C, /nR", o
VISVIY] '
nR*
~ | -a)

/

2P(A¢)

> nR" +fc)—on( ) > co (C’+\/§C)
where we use that for & > 1, P(A) /nR* —@(n*“+FTa) =0(1). O

C.4.5 Proofof LemmaA.4. Proof. (Proof of Lemma A.4) Let 57 be the set of intervals of width equal to
2r. Currently, the intervals near the endpoints have less probability mass. We will replace such intervals
with bigger intervals to make the process symmetric. First consider the intervals near +a which have
less probability mass: we can instead focus on bigger intervals to include the middle interval [—a, a]. Let
S = {1y x—y[=2r+2(b—a),|x+a| < 2r}. Next we can consider warping the number line and
“joining” the two endpoints, i.e., let # = {1[_o qujyee : 0 S b=y <210 <x+b <21y —x=2b—2r}.

Let == FUX UAN\{fe A R(f)< %} and iy, , = argmax e - R, (f). Note that every

function in /#” contains equal mass and the distribution is uniform. Moreover, for |x| € [254, @},

fer € N A because b —a > Cr. Thus we have not removed a lot of functions from 7.
The problem of the location of ,uMJ is equivalent to a uniform distribution on a circle of circumfer-
ence 2(b — a), where we form the circle by joining —a and a at a single point, and join —b to b. By



REFERENCES 53 of 77

symmetry, we obtain that |ty | is uniform on [a,b]. Thus P <|ﬁ/’wr| € [554, 3(b;a)]) =1

~ b—a ~ b—a 3(b—a)
> > A S
P<|I~1M,r|/ 7 >/P<|HM,r|€[ > 2 })
~ b—a 3(b—a) 1
> / =,

This proves the first statement. Now, we consider the case when we condition on the value of Z. Note
that if |1}, ,| € [b;a 3(b—a)} thenZ = Z.

20 4

~ b— ~ b— b—
P (1> 2%z k) =P (Jawl e |24 209 25k
’ 2 ’ 2 4
~ b—a 3(b—a)
>P (| Z>k
(i € |25 22 )
P (1, €[22 ] .z > k)
B P(Z>k)
P (e [5225] 22 1)
- P(Z >k)
P (1, € [55¢.2572) 2 > )
N P(Z' >k)
. b—a 3(b—a) 1
=P (| Z' k)=~
(i |22 205D > 6) =
where we use the following Lemma A.5 for independence of fiy, . and Z'. O
LEMMA A.5 Suppose Xi,...,X, are i.i.d. uniform points on a circle. Let E be the event that the maxi-

mum number of points contained in an arc of a certain length is equal to k. Then the joint distribution
p(x1,...,x,) is rotationally invariant.

Proof.  Suppose without loss of generality that the circle has circumference 1. Note that the law of
(Xy,...,X,) can be equivalently generated as follows: First generate Y1,...,Y, Hd Upi 710,1]. Next,
generate R ~ Unif|0, 1], and define X; = ¥; + R for all 1 < i < n, where the addition is taken modulo 1.

‘We want to show that

POt tn | E) = plxi 41,y 41| E) (A2)
for any r € [0, 1], where addition is again taken modulo 1. Clearly, it suffices to consider configurations
(x1,...,x,) that are consistent with E.

‘We can calculate

_ fE’p(-xlw"7-xn7y17"'7yn)dy

yene E)= ,

p(Xl »Xn | ) P(E)

where the integral is taken over the region of [0, 1]" containing points (yi,...,y,) that can be obtained
from (xi,...,x,) via some rotation. Importantly, note that

P(x17~~7xn7)’17~~,Yn) :p(-x17-"7-xn |y1a~~7J’n)P()’17~~7yn) :p(y17~”uyn)a
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since R is uniform, so we have

’pyl7"'7yndy
p(xl,...,xn|E):fE (P(E) ) .

Similarly, we can write

— fE’p('xl+r7~~~axn+r7yl7"'7yn)dy — fE/p(y]a--'vyﬂ)dy
P(E) P(E)

This establishes the desired equality (A.2) and completes the proof. O

pxi+r....x,+r|E)

D. Proofs for multivariate estimators

In this appendix, we provide proofs of the various theorems and lemmas for multivariate mean estima-
tion.

D.1  Proof of Theorem 4.1

The initial steps in the proof parallel the proof of Theorem 3.1, where Lemma A.2 is proved using the

concentration inequality in Lemma 2.2. It then follows that if we choose r such that R} > Cp 5 ( w> ,

we have R(fg,, . ) = RT:, w.h.p.

Now let r, = 4r (%) ‘. By Lemma 2.1(i), the desired result will follow if we can show that
R(fr,r) < R%. By Lemma 2.1(iv), we have
R: ., R
TR<T

To obtain inequality (4.2), note that using Lemma 2.1(v), we know that r = 2v/d O(2cdlogn) Satisfies
the assumption on R;. Plugging into inequality (4.1) then produces the desired bound.

R(frz,r) <

D.2  Proof of Theorem 4.2
Let j/:=min{j € # :rj > r*}. Then

~ ~ 2n 1/d
P(j.>j)=P sy — Ut r s ||l2 > 8ri (>
ie/L£>j’ ’ nJ Cos (d + l)logn

~ 2n l/d
<P H#M,rj, 2> 4r (W>

i o 1/d
P rilla > 4ri | = oo ’
+ ) (1Bt |2 > r(co's(dJrl)lOg")

i€ g:i>j
using a union bound and the triangle inequality. We may use Theorem 4.1 to bound each individual
term, so that the probability of the bad event

2n l/d 2n e
E:= il > 4ri (| —— Ayl > 4rj | o
U 2 > 4r (co.s(dﬂ)]ogn) D [yl > 4 <C0.5(d+1)10g”>

i€ 7:i>j
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is bounded by
P(E) < (1+].71)- 2exp(—'dlogn)
2
<2 <1 +log, < Vmax>> exp(—c'dlogn).

min

Finally, note that on the event E¢, we have j, < j’ (establishing that j, is finite), so

2 1/d
VBt — Batr Il < 8rjp | )
i TP =T Cos (d+1)logn

1/d
. . . . ~ 2”
Combined with the inequality || Ht.r ll2 < 4rj (W) , we conclude that

o N ()
Cos(d+1)logn 7\ Cos(d+1)logn

<12 2n v
<12y (—""
7\ Cos(d+1)logn

1/d
<o (2
Cos(d+1)logn

using the fact that ry < 2r".

nwmm<m(

D.3  Proof of Lemma 4.1

We first prove the upper bound. Note that R(fy ,, ) = R = % It suffices to show that this ball contains

at least k points, with high probability. By the multiplicative form of the Chernoff bound (Lemma A.1
in Appendix H),

P (Rn(fO,er) < :) =P <Rn(f0,r2k) < ;R(f(),rzk)>
< exp (n S : ;) = exp(—k/8).

Therefore, with probability at least 1 —exp(—k/8), a ball of radius r; contains at least k points, implying
that the shortest gap, 7 < ra.
‘We now turn to verifying the lower bound. We will prove that with high probability, no ball of radius
*

rt/2 contains at least k points, so that 7y > r ;. By definition, nR;, n= % Thus, assuming k > Cy 5d logn,

we may apply Lemma 2.2 to conclude that

*

143
sup Ra(f) = R(f) < =7,
JE€H

with probability at least

1 —exp (7%1?2/2) =1—exp(—ck/8).
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This implies that

3 ., 3
sup R,(f)< =R =3

; 2 M T
S

<

S|

b

k
2n
which is exactly what we want.

D.4  Proof of Theorem 4.3

We parallel the proof of Theorem 3.2. Note that the guarantees of Lemma 4.1 and Lemma A.3 continue
to hold in d dimensions, except that we have the lower bound k > 2Cy5(d + 1)logn instead. We then
conclude that R(fg, ,,,) = 2"—”, with probability at least 1 —2exp(—c'dlogn).

Setting ' = 4ry (%) l/d, it thus suffices to show that R(fy ,, ) < % By Lemma 2.1(iv), we have

ko o
R(fr’,rzk) < ﬂ 'Rr’ <

*
2n’

as wanted.

D.5 Proof of Theorem 4.4
We begin with the following result, which can be proved directly via a union bound on Lemma A.4:
LEMMA A.1 With probability at least 1 — 4d exp(—ck?/n):

(i) The cuboid S}’ contains the origin.
(ii) We have the bound Diam(S}’) < 2\/c>ir2k71.

Lemma A.1 will be critical in our analysis of the hybrid estimator proposed below. In particular,
the estimator will consist of projecting the modal interval/shorth estimator onto the cuboid S}, and
Lemma A.1(i) guarantees that the estimation error of the projected estimator will be no larger than the
estimation error of the initial estimator without projection. On the other hand, Lemma A.1(ii) bounds
the error of an estimator based on the k-median alone.

We first derive an upper bound of \/Erz Jnlogn,1- We begin by deriving the following lemma, relating
the statistics of marginal distributions to the statistics of the overall distribution:

LEMMA A.2 We have that ry | < %rk, for some absolute constant C > 0 and any k < n.
2

Proof.  Consider a uniform distribution on a sphere (or shell) of radius r in R?. Theorem 3.4.6 in
Vershynin [45] provides a concentration result which states that most of the probability of such a distri-

Cr Cr
VA’ Vd
some absolute constant C > 0. Notice that a radially symmetric distribution is simply a weighted sum
of uniform distributions on spheres. Thus, given a radially symmetric distribution restricted to the ball

of radius r, the set {— %, %} x R?~1 will contain at least half the total probability assigned to the ball.
By our definition of ry, the ball of radius r; centered at origin, B,,, contains % probability mass. The
above argument implies that the set [—C—\/%, CT%} x R?~1 will contain at least half the probability of the

total probability contained in B,,. Equivalently, rE < ik O

bution lies close to the equator; i.e., the set { } x R4=1 contains at least half the probability for
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Since the output of the hybrid algorithm must lie within the cuboid S‘? , it is clear that we have
nlogn
the error bound

-~ 1/d
”ukhkz”Z < \/ﬁ / '\/;ZrZ\/ﬁlogn,l'

To obtain the second upper bound expression, we parallel the proof of Theorem 3.3, by splitting into
two cases:

CASE 1t 1y 1000 < \/ﬁl/drgdlogn. By Lemma A.2, we therefore have

< < l/d
T2 /nlogn,1 S ﬁm\/mogn S ﬁ Vn "8dlogn-

By Lemma A.1, w.h.p., the cuboid S"\;mogn is entirely contained in the £»-ball of radius v/dr, Jilogn,1

around the origin. This ball in turn lies inside the ¢,-ball of radius C \/711/ drgdlog,, around the origin.
Since the output of the hybrid algorithm must also lie within this ball, the desired result follows.

CASE 2t 74 fiogn > \/ﬁl/ drgdlogn. Denoting ' = \/ﬁl/ drgdlog,,, we therefore have the relation R}, <

4‘@#. In particular, since

1, _ 8dlogn

" > " — =
qu.StllugmrSdlugn) = Rn(qu,SdlogmrSdlugn) 2" T8dlogn an

R(

w.h.p., by Lemma 2.2, we have

d
1 N 1 2logn 8dlogn
R(fr’J&ﬂogn) < (ﬁ]/d> R, < % ’ NG = 4n < R<fﬁs,8dlogmr&nogn)'

This implies that [.’Ig’gd logn 18 Within 7 of the origin.

Finally, we need to show that projecting the shorth estimator on the cuboid does not increase its
distance from the origin. Note that /,-projection onto a cuboid is simply a componentwise operation of
projection on each interval defining an edge of the cuboid. Furthermore, Lemma A.1 guarantees that the
origin lies within the cuboid, w.h.p., in which case each interval contains 0. As argued in the proof of
Theorem 3.3, the distance from the shorth estimator to the origin computed along any dimension will not
increase after the projection. Therefore, the ¢;-norm of the projected estimator is also upper-bounded
by 7.

Hence, if we take C' = max{C, 1}, we have the desired bound in both cases. This concludes the
proof.

D.6  Proof of Theorem 6.1

We begin by deriving the proof for the modal interval estimator. Let s; = 5, and define s such that

R(fs,.r) = 3R(fs, ). Note that

3C 6dlogn

R(fsl,r) > R(fO,r/Z) P T’
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Cy/6dlogn
n

s0 R(fs,.r) = . Applying Lemma 6.1 with 7 = sy and ¢t = é, we conclude that

Ru(fer) 2 3R(fer) 2 ZR(f5 r), (A.D)

W N
SRS

2exp(—enR(fy, r)/36)

T—exp(—nR(Js, 1136 which is in turn lower-

uniformly over ||x||2 < s;, with probability at least 1 —

bounded by 1 —4exp(—cidlogn).
Furthermore, inequality (6.4) implies that

4 4
Rulfur) < RU) + 3R (i) < 5R(n) = gR(Fo ) (A2)

uniformly over ||x||2 > 52, with probability at least 1 —2exp(—cnR(fs,)/9) = 1 —2exp(—cadlogn).
Thus, combining inequalities (A.1) and (A.2), we conclude that

sup Ru(fyr) < 1nf R (fer)s (A.3)

[[xll2>s2 lFell2<

with probability at least 1 —6exp(—c3dlogn).
Now note that by inequality (A.1), we also have R, (fo.s,) > %R(f().sl ) > 0, implying that {x1,...,x,} N
B(0,s1) # 0. In particular,
sup  Ru(fyr) = inf Ry(fi,)

x€{x]eeeXn } [lxll2<s1

Together with inequality (A.3), we conclude that ||y |2 < s2.
1/d 1/d
Finally, we claim that s, < 4r (W) . To see this, let §; := 4r (W) , and note that

by Lemma 2.1(iv), we have

Cy6dl Cy/6dl
1/6 ogn.R* < 1/6 Og”.

S

R(ffz-r) <

n n

Since the last quantity is upper-bounded by R(f;, »), we conclude that s, < §, as claimed.
Turning to the analysis of the computationally efficient shorth estimator, we adapt the argument in

S Co.5(d+1)logn
n

the proof of Theorem 3.2. By Lemma 2.2, if R;m > , we have

Sup Sup (Rn (fx.r) (fx r)) < R2r2k ’

X r<2ry
with probability at least 1 —2exp(—cnRj, 1*) > 1 —2exp (—cnr*- 2,
We know that £ =R, (fMSk 7)< (f#w 21, )- Let s be defined such that R(f; 2, ) = 4. By inequal-

ity (6.4), we know that
1
sup |Rn (fx,2r2k ) - R(fx,2r2k) | < ER(f:erzk )7

xll2>s

with probability at least 1 — 2exp(—ck), implying that for ||x||2 > s, we have

UJ

3k

1
R, (fx 219k ) (fx 2rpp ) (fs 2ryp ) (fS 2rok ) % .
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Since this is strictly smaller than R (fg, 2r,,)» We conclude that ||fis |2 < s, w.h.p. , which also implies

k
that R(fﬁs.k-,2r2k) > 2n°
2n

Finally, let ' = 4ry; (7) l/d. By Lemma 2.1(iv), we have

k

k
R(fr’,Zrzk) <5 ’Rj’ < n < R(fﬁsklrzk)'

2n

Applying Lemma 2.1(i), we conclude that ||fLs ][> < .

E. Proofs for expected error bounds

In this appendix, we prove the results stated in Section 5.

E.1 Proof of Proposition 5.2

The proof sketch is that we will show that with finite probability, no interval contains more than one
low-variance point, and all the high-variance points lie far from origin. Conditioned on this event, the
modal interval estimator incurs a high error.

Let E = AN B, where we define the events

A={R,(fr1) <1, Vx:|x|<3Clogn},
B ={X; ¢ [-4Clogn,4Clogn], Vi> Clogn}.

Hence, on the event E, no interval overlapping with [—3Clogn,3Clogn| contains two low-variance
points or a single high-variance point. Then P(E) is lower-bounded by

i i>Clogn

Clogn 1
= ( H 61) ( H (1—n_0‘—hn(8Clogn—2))>

i=1 i>Clogn
1 I-a
2 et &1
6Cloen [ (3Clogn)
> exp (—cn' % — 0 (log?n)),

P(E) > (ClognP{Xi € [31’—3,31’—2]}) ( H P{X; & [—4C10gn,4C10gn]}>
=1

-

assuming h, logn < n~%, which happens for ¢, = Q(n).
However, conditioned on E, the points {X;} i>Clogn are 1.i.d. with the following distribution:

0, |x| < 4Clogn,
Iy
piE(x) = (1—n%—h,(8Clogn—2))’ 4Clogn < |x| < gn,
0, otherwise.

We can now apply the symmetry arguments of Lemma A.4. Note that no interval lying inside [—3Clogn,3Clogn]
can contain more than one point. Thus unless a tie occurs, the mode will be located outside the interval
[-3Clogn,3Clogn], and hence a distance of ®(g,) away from the mean in expectation. Even if we
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were to break ties randomly, a large error would occur with probability at least %, since at most n ties
can occur. Thus,

E[|fv,1||E] = P(E)E[|fm1||E] = exp(—cn'~*)O(gn).

The bounds in high probability follow from Lemma A.2, by noting that nR} = Q (n~%) = Q(logn).
Moreover, the density drops by at least half at x > 1.

E.2 Proof of Theorem 5.3
We begin by proving (i). By Theorem 4.1, we have

o\ 1/
sl =0 ( (R) ) ,

with probability at least most 1 — O(exp(—c’nR})). In the worst case, the modal interval estimator
returns the point which is furthest from the origin, which has expected value bounded as

< \/ Y ElIX3) < \/n-do?,.
i=1

Using the assumption that 6, < rexp(CnR?), for some constant C > 0, we then have

n
e [max .| <€ [ Y. %13
i=1

1/d
EHﬁM,r”Z <O (r (;) > + O(exp (—C/nRt))MG(n)

r

1/d
<0 (r (Ri) > +0 (exp (—=c'nRy)r ndexp(Can))

r

o))

where in the last inequality, we use the facts that
exp(—c'nR})Vnd = O(exp(—c"nR}))

and nR = Q (dlogn), and choose C < ¢”.
Turning to (ii), we first prove the following concentration result, which may be viewed as a refine-
ment of Lemma 2.2 that is suitable for our settings. For example, note that if R’f, =0 (%), the

derivations from Lemma 2.2 would not be meaningful since R*, = o (10%) On the other hand, if

KR*, =0 (%) , Lemma A.1 gives a vanishing upper bound.

LEMMA A.l Let ¢ be a set of intervals and define R*j ‘= SUpsc 4 R(f). If R*/ < % then for any
K > 8, we have

2
P< sup R,(f) = KR, } < ——exp | —cnR*,KlogK ).
{fe/ S R] ( S )
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Proof. For a given f € #, the desired bound follows from Chernoff’s inequality. We want to upper-
bound the probability that any one interval in _# has too many points. In general, the set ¢ may be
infinite, so a direct union bound is not feasible. We thus create a new finite set of intervals .%, not
necessarily a subset of _¢, satisfying the following properties:

R*
1. For each f € .7, we have T/ <R(f) <R*j.

2
%

2. |F| < 5.
#1< &

3. F covers ¢ inthesense that Vf e #Z,3f1,f» € F: f(x) < fi(x)+ fa(x).

It follows that if any interval in _# contains at least & points, then at least one interval in .% contains at

least & points. We construct .# of cardinality |.#| = [ Ri’ 1< é, as follows: To create the first interval
(i=1), define x; € R such that R(l(,&xl])) = ﬁ (Such an x; exists because P is assumed to have a

density.) Then iteratively, for each i > 1, define x; such that R(l(x,;l,x,']) = ﬁ For the final interval,

add 1j,, | .. to Z and terminate the construction. Note that for each f € %, we have R(f)

__ 1
- RS T
R*
which clearly lies in {;,R*j} under the assumptions.
We are now ready to apply the union bound on .# using Lemma A.1(ii):
KR*/
P4 sup Ru(f) =2 KR’y o <PQ sup Ru(f) = —*
fe s feF 2
KR*j
< |ZIPS Ru(f) = 2’ for a fixed f with R(f) <R’y
< 2 R*,KlogK
S g oXP (—cn “sKlog ) .
7
O

Forans > 0,let Z; = {f.,: ||x||2 > s}, i.e., the set of intervals which incur large error. By assump-
tion, the support of at least CnR} points is contained in [—r,r], implying that R,(fo,) > CR}, a.s. If
| taz.r|l2 = s, then supsc z Ry(f) 2 CR;. However as s increases, the quantity R*/S i=supse 4 R(f) =
R(f;,) decreases. We can then use Lemma A.1 to control this probability of error.
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Fors > it follows from Lemma 2.1(iv) that R/¢ =R(fs,) < Cllj . Taking K > C’, we then have

CR’

P{|tpm,r| > s} <P ( sup R, (f) >CRj>
fe 7

=P < sup R,(f) > CR; R}:)

f S ;fY Rtgv

2 . CR; CR;
exp [ —enR’y 7 log 7
/V \,f? /v

R*

%exp (—chR* log <CR’> +log <R]ir >>
/s Fs

2 . R:

ﬁexp (—cnR log< )) ,
/s

where we have applied Lemma A.1 in the second inequality. Thus,

Elfiv,| < — + / P{|fim,| > s}ds

CR*

r 2 Ik R}
<O = |+—= / exp [ —c'nR; log ds
R;) "R ) R
CR}, fv
2 . SR
+ R /i exp <—c’nR, log ( r’ >> ds

CRE

+ ——/ exp (—c'nR;logsy) ds
4/C

where the third inequality uses the fact that R;,S = R(fs,) < %, and the last equality follows from an
appropriately small choice of C. ’

E.3  Proof of Theorem 5.4

Note that for any s > 0, Markov’s inequality gives

min max Elllt — w|]2] = min max s-P(la—pulr > s).
ﬁ {Pi}gy(GIBGLP) [H“ ”” ] ﬁ {Pi}ggz(o-lacbp) (HIJ .LL” )

Clearly, the right-hand expression is lower-bounded by the maximum over any specific collection of dis-
tributions in the class &?(0y, 02, p). In particular, let P be the collection of multivariate distributions
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where each distribution is either N(i, 621) or N(u, 631), with m distributions of the latter type. We then
have

min max > minmax max s|{p} =22
B {P}cZ(01,00,p) PUIR =1l > B M ap<m<2np PUIE =il >s | {P} = Zn)
>minmax Y P(|E—pl2=s]{P}=P5) pm
s np<m<2np
where {p,,} is any allocation of probabilities defined over { %, ... 2np} such that 0 < p,, < 1 for
allmand Y, pm < 1. In particular, consider the probability mass funct10n {gm}h_, over {@1 P

corresponding to the Binomial(n, p) distribution, and define p,, = g, for all np < m < 2np.

Now let Pgin denote the probability distribution when the P’s are chosen i.i.d. in the following
manner: with probability p’ := 1.5p, the distribution is N(L, 0'221), and with probability 1 — 1.5p, the
distribution is N(, 62I). Then

n

Poin(lE—pll2>s5)= ) PIE—pl2 =5 {P} = Z}) qu.

m=1
Hence,
Y PUE-pl=s[{P} =20 pn—Po(lE—pl2>5)< Y gnt Y dn
np<m<2np m<np m>2np
< 2exp(—cnp)
< 2exp(—c'logn),

where second inequality follows from the multiplicative Chernoff bound (Lemma A.1) and the last
inequality follows by the assumption p = Q (k’%) . Combining the inequalities, we conclude that

min  max  E[||g—pul> >s(minmaxP“- 0 —p]|n =) —2exp c'logn).
in  max E{Jf— ] > s ( minmaxP, (16 - s > )~ 2exp(~<'logn)
Thus, it suffices to find s such that the expression ming max, P, (IIE — ]2 = s) can be lower-bounded
by a constant.

For part (i), using standard techniques [42, 46], we may obtain such a lower bound via Fano’s
inequality. In particular, if we can construct a set {1, ...,y } C R? such that ||u; — pell2 > 2s and

KL(Py.,,Pht ) < o for all j # k, then

. ~ o +log2
=1 —ulr=s)=(1- .
minmax Pl (I - s > 9) > (1- %02
Note that by tensorization and convexity of the KL divergence, we have the upper bound

KL(Pg. PRty <n(1 — p' )KL (N(j, 021),N (i, 621)) +np' KL (N (1, 631),N (i, 031)) , (A1)

where the KL divergences in the right-hand expression are computed with respect to single samples from
the respective multivariate normal distributions. Furthermore, the right-hand side of inequality (A.1) is
easily calculated to be

L 2 L 2
p/)_llu/ Mally o e — kel

1-p 7
- TR i — B Ry
" oy SR i (o
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In particular, suppose {l,..., Uy} is a 2s-packing of the ball of radius 4s in £;-norm, with s =

Cfmm{ } Then logM > cd and
q/ g

KLPY Py <ans® (L2 P cuctqi—a
P 267 203

For a sufficiently small choice of C, we conclude that min; max PLi (I — ]2 > s) > 1. Hence, we
arrive at the desired bound (5.2).

We now turn to part (ii). We derive the tighter lower bound (5.4) for the case d = 1 by evaluating
KL(Pg!,,Pg:. ) more directly. By Theorem 2.2 in Tsybakov [42], we know that if we have a pair 1, it €
RY such that ||ty — ua||» > 2s and

KL(Pg!,,PE) < a < oo, (A2)

then

4 2

exp(—a) 1—«/05/2}

minmax P, (I~ pll2 > ) > max{
u
Again, since the KL divergence tensorizes, it suffices to compute the KL divergence between a single

sample from the distributions Pg‘ and ngn, which we denote by P and P,, respectively.
We provide the details of the calculation for general d, with the assumption (5.3) replaced by the

condition ;
1
(Gl) :0(2>. (A.3)
o np

By a straightforward calculation, we have

| e e

o (dpl(x) —1o 1= ZWIV‘eXp( 207 2)+1’<r )7 X p( 203 2)
P ) - | o] Tl
(1=r) 2no.>de"p( % Z)J’p(F )7 X p( 207 2)

e UGN ey Y I+y
= + +log [ —= ),
< 207 207 f\1+2

where
d
pie P (0 (Il B
Cl-p\o 207 207 )’
d
pm P (9 o (Tt =l
Tl-p \o 205 207 )
Hence,

My — 2 _ 2
KL(P;,P,)= E { i 51”2 + I 1122|2} + E {log (1+y>]
XNP] 1

P 20] 20 +z
_ 2
ol — o]

X

E[y]— E E [
207 +XNP]LV] XNP][ZHXNP][Z],
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1+y y—z y—z 2
log| — | =log|1+:+— )| <+——<y—2z+2,
g(1+z> g( 1—|—z> 14z yoame

since y,z > 0. We now write

/ d 2 2 2
P (o ; / —[lx—mull3 ||x—u1|2) 1 (—Ix—u1||z>
E = — 1— ex + ex dx
X~P1M 1—p <02> <( P) p( 203 20} (V2o )d P 207

—[lx— i3 ||X—l~61%> 1 <—||X—N1||%)
+ '/ex + ex d
P p< 207 207 (V2ro,)d P 207 !

using the fact that

/ d 2 2 2
P (o / / —llx—pall3 | lx—ta2ll5 1 —|lx—wll5
E = - 1— d
P 14 1-p (62) <( P) | exp ( 205 * 207 (V2roy)d xp 207 x

/ —lx— )3 | [x—pel3 1 —|lx—pul3
d
TP /exp ( 203 * 207 (V2moy)d exp 207 *

=A;+B;.

Now, we may calculate

R —[lx— 13
Ay =p /ex (2 dx=1p,
TP (x/ﬁoz) P 203 p

and

s W[ a Y R E= T
y
1-p \/2715022 622 2012

4 a2
2 12 d
_ () o n o ) (Gl)
1—p' \ V2ro? é—ﬁ 1—=p'\o

using the fact that 217 < #. Under the assumption (A.3), we get that By = O(1/n).
1 2

For ease of calculation, we now set

=(—u,0,...,0). (A4)

Using the formula

d 1
/exp (—x"Ax+b"x+c)dx = en' exp (4bTAlb+C) ; (A5)
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we have

Ly =l -l -l
A =71 /ex 2+ 2 5 d
z p(ﬂ%) (S )
2 T T T
—pexp &22_"”%_;'_‘“7]2 _#2“2+”2#2_H1LL1
2 o; O} Oj

, 207 20 20}
1 o
— / _2 2 . 72 .

In particular, using the fact that exp(—x) > 1 —x for x > 0, we have

c 2u?
Ay—AzZP/—Az<P/'2N ( 2)\ cl;tz
1

We can use the simple fact that B, > 0 to ensure that B, — B, < B, = O(1/n).
Combining the inequalities, we conclude that

p? 1
X~EP1['Y] _x~EP1[Z] =0 <612> +0 <l’l> ’
Finally, we compute

! 2 2d 2 2
e - () () (a-m g3 el
x~Py [Z ] (1 - P/> (0'2 ( P) | exp (722 + 012
—|lx .U1||2>
. ex dx
(v2rmoy)d p( 207

' —lx — 23 ||X—H2%> 1 <—|x—li1||%)
+ //ex ( + ex dx
P P o} o} (V2moy)d P 207
::A;—Q—B;.

Again using the designation (A.4) and the formula (A.5), we have

d

e (p/)z o N T O T EE T AV

z p 2 5] 5 X
27rc72 o; oj 20

d
p/)z ( - Hzm_zm wl|® wlw  wlw plw
- - ’ 2 2 2 262
-p \fczm 722_712 oy 0 o i
d
"o ) 2 3 2 2 2
P) B ( N/Glz+ f‘/"l) _‘L+2L
p \/>0_2 77? 4(@_@) 62 Gl
g p’)z( ) (—2u/03 +3u/of)* p> @
B / 2 2 ’
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and
d
, () o} o ) R et X G e 1
BZ 1 / 3 eXp 2 + 5 5 dx
—P' \V2no; ) (oh 205
d
2
_ (r)? o} exp Hzﬂz 2#2 Hi _ngz+ﬂ2TH2_ulTu1
1=\ V2o [ - & 3 o ol o of 203
d
_ (@) of (—u/os +2p/0f)* 3p>  u?
Ty V203 /3 I P 3 1 207 +0'
%2\ 20 "o &%) S
2d
_ W) (2) "o (/0 +2u/0?) 3t
S1-p \o 3 1 202 o2
b : 4(2622 612) 2 !

2

S
/
I
w
Q

g
~———

(S}

(=2p/o3+3u/op)* w2 _ w2 [ \"" o) <0,

2 2 2
11 o c _ 5
4(622 2012) 2 4(1 2012)

assuming o> < 07, whereas for B;, we have

267
(—u/o5 +2u/0t)? 3u _w (*7%) 3
God) L)

205 (er

using the fact that 6, < o7. Thus, using the assumption (A.3), we obtain

1 u? 1 u?

E []=AL+B,=0( - = > )

x~P1[Z] R 0<n)eXp(2012>+0<n2p>eXp<Glz

1 u?
=0| - — .
(3)=(5)

Finally, we take 1 = \f to obtain the desired bound (A.2). This completes the proof.

E.4  Proof of Theorem 5.5

By a similar argument used to derive the bound in Theorem 5.3, the following expected error bound
may be derived from the high-probability bound in Theorem 4.4 for the hybrid estimator:

. . 1/d
E || ik, |2 < mln{\/E”Zkl.l;\/ﬁ / Vk2}- (A.6)

In what follows, we will bound these expressions to obtain the desired results.
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As shown in the proof of Lemma 2.1(v), a ball of radius Co,+v/d around the origin will contain at
least 5 of the mass of np distributions. Thus, if np > 2k;, we will have ry, < Cor\/d.

We now claim that r;, | < C‘yi/l;g” :=r/, which we will show by integrating the marginal densities

on the interval [—r/,r/]. Note that v; < o7 for all i. We consider two cases: if v; > ¥/, then q,( r) >
C

vz c%’ using inequality (5.5), so f[ o) qi(x)dx > % > 21\(}%" for large enough C. If v; < 7/, then

f[—v[,v,v] g(x)dx>c' > 21\;‘%'1 as well. Thus,

L " 2logn
qi(x)dx > > 2v/nlogn = 2k;. (A7)
L [ at04e> L0

Combining the results with inequality (A.6) proves inequality (5.7).
We now consider the special cases:

(a) In the case when p = Q (\/ﬁ:’g"), we can use fact that at least np = Q(y/nlogn) points have

Coplogn

pvn
logn

distributions, we have || (1 i (x)dx > PN Thus, we can replace inequality (A.7) by

marginal variance at most 6. Let ¥/ := . By similar reasoning as above, for at least np

/! 2logn
gi(x)dx > np- > 2y/nlogn,
Y[ ataeznw S

to conclude that r, 1 = O (%\(}%") This leads to the stated bound.

(b) In this case, we will obtain a better bound by showing that ||ts, ||> < ra,, w.h.p., rather than
the looser bound ||tg, || < C’ \/ﬁl/ drk2 used to derive inequality (A.6) (cf. Theorem 4.4). Since
o, <C 62\[ d, the tighter bound will then follow.

Let 1’ :=C'\/dlognc,. As argued in the proof of Theorem 4.3, it suffices to show that R(fy ) <

2n, where k = kp. We will deal with low-variance and high-variance points separately.

First, consider i such that v; = Q(0;) = .Q(O'znﬂ) > C”Gznﬁ for large C”, and let v; denote the
volume of the ball of radius 1. Then

/ d
P (X € B(r',ra)) <P (X; € B(0,r)) < fi(O)vargy < (M) veodcivd' < -

3

Vdf

where we use condition (5.6) and the fact that < 1 for a sufficiently large constant C.

Now consider i such that v; < 6. By condition (5.6), we have

1
P (X; € B(r',ru)) <exp(—cylogn) < —.

ncl
For large enough C’, we can ensure that ¢; > 1. Altogether, we conclude that

P (Xl' S B(r’,rgk)) < l < ky

N
n 2n

-

S |-

R(fr’,er) =

i=1

which concludes the proof.
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E.5 Details for Table 2

1. Large Heterogeneity

» Upper bound: We have G; = Q(n'/?). Since 63 = 1, Theorem 5.5(b) states that the error of
the hybrid estimator is bounded as follows:

E|IG - ull2 < C)Vdy/logn.

» Lower bound: As remarked after Theorem 5.5, the lower bounds for the class (o1, 02, p)
also hold for the class 2(0y, 0, p), because these families share the class of distributions
used in the proof of Theorem 5.4. Using Theorem 5.4(a), the error of any estimator [ is
bounded from below as follows:

EHFA‘_#HZ CE\/EHlln(f ?)ZC@\/\{%min(l,ol\/ﬁ):Q<\/\/n§p>7

where we use the fact that 61,/p = Q(1) by assumption.

2. Mild Heterogeneity

» Upper bound: Since 0, = 1, inequality (5.7) in Theorem 5.5 states that the error of the
hybrid estimator is bounded as follows:

~ logn
Elu-— <Cdoy—=.
12—l <CiVda NG
* Lower bound: Using Theorem 5.4(a), the error of any estimator [ is bounded from below

as follows:

E i —pll > C[\/;imm<r \"}) Cz:/[zmin(\/lﬁ,m):Q(\/jgl)a

where we use the fact that 61 = O(1/,/p) by assumption.

3. Large p

» Upper bound: As p = Q (@), Theorem 5.5(a) states that the error of the hybrid esti-
mator is bounded as follows:

~ O]
E|lu— c Vdlo nmln( >
[T PN g NN

¢ Lower bound: The lower bound follows directly from Theorem 5.4(a).

F. Proofs for alternative conditions

In this appendix, we prove the statements of the results in Section 7.
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F.1  Proof of Theorem 7.1

We first prove claim (i). Note that the result of Lemma A.2 will still hold, since it only depends on

the uniform concentration bound and optimality of the modal interval estimator. Thus, R( fﬁM,.,r) > %,

w.h.p.

For a fixed value of //, define fi’ = -
(YRS

we will have ||ty . ||2 < 7 if we can show that R(fgr ) < R(fj,,,.)- Note that
R(fﬁ/,r) < g(r’,r),

so if we choose 7’ sufficiently large so that g(r,r) < %i, the desired inequality will hold.
Turning to claim (ii), note that Lemma 4.1 continues to hold, since it only relies on the uniform

concentration bound and a Chernoff bound. We thus conclude that R(fg, »,,) = ﬁ = %, w.h.p. For a

-7 to be the rescaled version of ﬁMJ. By condition (C1),

fixed value of ¥, we define i’ = II;ATWIIZ -r. By condition (C1) (which we only need to assume holds
J‘zk
for r =), if R(fa ) < R(fayy, ) then [[Hag |2 < r’. Furthermore, R(fgr ,,,) < &(r',r21), s0 we

simply need to choose ' such that g(r, ra;) < %.

For the hybrid estimator, note that Lemma A.1 shows that the output is always within v/dr, Jnlogn,1
of the output. Furthermore, the output of shorth estimator is always with 7 of the origin by part (ii).
If the shorth estimator lies outside the Sj@, then its ¢, projection on ST})@ will only decrease its

oo
nlo,

distance from the origin because (1) the origin belongs to S nogn’ and (2) SO\O/W is convex.

FE2  Proof of Proposition 7.2

We first show that for each r > 0, the functions R;(f;) are unimodal as functions of x € RZ. Let q be
the uniform distribution on the Euclidean ball of radius . Then p; x g, being a convolution of two log-
concave densities, is also log-concave. Log-concave densities by definition are proportional to e 90
for some convex function ¢, and therefore they are unimodal and monotonically decreasing along rays
from the mode. Now note that if condition (C3) holds, then R;(fy ) must also be symmetric around 0.
Hence, if R;(fy,) is unimodal, its unique mode must clearly occur at 0. This proves that conditions (C2)
and (C3) together imply condition (C1).
For the second statement, it suffices to verify the inequality

1
\\jEEaRi(fx’r) Sy ™ @D
Indeed, we would then have
g(a,r) = Sup 1iRl(fxr) < li sup Ri(fx r) < ! .
=S N S ke la/2r]

Thus, it remains to verify inequality (A.1). Focusing on a particular i, consider x € R? such that
|lx|l2 = a. We know that R;(f,,) is decreasing on the ray from O to x. Furthermore, we can pack |5 |
balls of radius r on the ray, including the balls B(x},r) and B(x,r) at the endpoints. The total mass of
these balls is clearly upper-bounded by 1. Hence,

{%J 'Ri(fx,r) < 1a
implying the desired result.



REFERENCES 71 of 77

E.3  Proof of Proposition 7.4

Let X have an elliptically symmetric density defined as px (x) = f(x” £~ !x) for a decreasing function
f:R — R. Consider a point xo € R such that ||xo|l» = r2, and consider the ball B(xp,r1) = {x €
R? : ||x —xo|| < r1}. For analysis purposes, we first transform the elliptically symmetric density to a
spherically symmetric, decreasing density. This may be achieved by applying the linear transformation
r-1/2:R? 5 R4, Define Y := X~ 1/2X, let Z~'/2xy = yj, and let B be the image of B(xo,r) under the
transformation £~'/2. Note that

B={yeRr": h—y)"Zr—y0) <n},

and further note that R(fy, -, ) is equal to the integral of py(-) over B; i.e., P(Y € B). Itis easy to see that

BCB (yo7 m) Hence,

A r
R =PY eB)<PY€eB(y,——= |-
(o) =P(Y € ) <PV €8 (0.5
We may now use the strategy from Lemma 2.1, to obtain

1= P(Y € B(0, |lyol2))

>P (B(O, Iyoll2), Amizl(2)> P (Y <B (W ;Lm”(g)))
22 (80,7557 iy ) Ko

Since this inequality holds for any x, with ||xz||2 = r2, we conclude that

1

(r2:r1) <
8(r2,r <p(B(07M;2(2))’)L"“?(2))

<<(e)”

F4  Proof of Proposition 7.6
We index the distributions so that {R;}!_, are radially symmetric. Note that

n

Z sup Ri(fx,r)~

i=1|x[l2=a

gla,r) = sup R(fxr) <

[lx[l2=a

S|

Furthermore, for each 1 < i < s, we have

r\d r\d
sup Ri(fx,r) < (*) Ri(fO,a) < (*) .
[|xll2=a a
On the other hand, for i > s, we have
sup Ri(fxr) <

l[xll2=a

QN
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Hence,
s/r\d n—s/r
sen<(5) +-(5):
n\a n \a
Now note that R;(f > 2(11> Thus,

, s 1 n—s 1 1 n—s 1 f(n) _R:
-+ — " —>< - : < < =
8(r,r) n 24n n  2nl/d nJr n 2nl/d 4n 2

using the assumed lower bound on s.

G. Proofs for regression

In this appendix, we provide the proofs of the statements in Section 8.

G.1  Proof of Proposition 8.1

We write

™=
™=

Y E[{lyi—alBl<r}] =Y P(lyi—xi Bl <7)

I
™=

P(|x (B*—B)+e&|l<r).

Note that conditioned on x;, each summand is maximized uniquely when x! (8* — B) = 0, since the
distribution of g; is symmetric and unimodal. Since

-

i=1

E[1{lvi—x/BlI<r}] =E [éE[l{yfx?BI <ri {xi}i?lﬂ ; (A.D)

we see that the right-hand expression in equation (A.1) is therefore maximized when 8 = B*. On the
other hand, we can also argue that the maximizer is unique. Indeed, suppose B € R? were such that

B # B*. The set ¥ := {{xi "C (RO XT(B - E) =0 Vi} has Lebesgue measure 0. We can write

E [ilE [1 {b’i_xiTﬁl < r} ‘ {M}?:l]] = /{x-}eyE [1 {|)’i—x,'Tﬁ| < r} | {x; ?:1] dP({xi})

—x! r x; VB 1),
F Jope E A = BI< r} i JdP({xi})

Noting that
E[1{lyi—x Bl <r} [ {xdi] =E[1{lyi—x B <r} [ {nidin], Vix}e s,
[1{\y,—xTﬁ|<r}|{xz- }<E[1{|y1—xTﬁ | <rp H{xbtin], Yx} g7,

completes the proof.
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G.2  Proof of Theorem 8.2

The proof follows the same approach used to prove estimation error bounds for the modal interval
estimator throughout the paper (e.g., Theorem 3.1). By Lemma 8.1, we know that RE P> R%, w.h.p. We
will be done if we can show that Rg < ~ for all B satisfying

¢ nG cdlogn)

1B =Bl > — —

(A2)

First note that
1 n
Rg: = - Z P(lel <r)
i=1

Hence, as argued for mean estimation, we certainly have r < C’ O(cdlogn)-
Also note that for any f € R?. we have

vi—x B=¢+x (B*—B) ~N((B*—~B) 1, (B ~B) Zi(B"~B)).
Let # denote the set of indices of the smallest dlogn of the o;’s. Note that

gn 1

dl
<
R * P |81 S / - ’
g zeZ/ n zzi V2mo;

since the Gaussian pdf decreases by a factor of ~ 68% within one standard deviation of 0.
Now suppose 3 € R? satisfies inequality (A.2). We have

1 &
R gf P ig )
p < LP I <7

(]

where z; ~ N (0,07 + (B* — B)TZ/(B* — B)). Fori ¢ 7, we write
1 2r

\/ﬁ\/c? (B —B)TEl(B —B) "O(diogn) V2T

P(lzi| <r) <2r-

N

since by the choice of 3, we have

(B*=B)" Zi(B* = B) = AuminllB — B*[13 = 70105

Foriec ¢, we write
1 2r

P(lzi| <r) <2r- < ,
S e+ 6y —p) 1V

since by the choice of 3, we have

(ﬁ* _ﬁ)TEt,(ﬁ* _ﬁ) = 2G(zdlogn) > 261'2'

Thus, we conclude that

2r 1 1 1 Rg- ¢ Rg-
Rg<——-- =+ — | < +—-< )
B V2 n (lez;; 361.2 zgﬁ nG(dlogn)) 3 n 2

as wanted. This concludes the proof.




74 of 77 REFERENCES

G.3  Proof of Theorem 8.3

For i € [n], consider the sets
U:={BC RY: —r <xIB <+

The set U; is sandwiched between the two hyperplanes xiTﬁ =y;—r and x,»T B = y;+r. Denote these
hyperplanes by H_(U;) and H, (U;), respectively. These 21 hyperplanes partition R into a finite num-
ber of (possibly unbounded) convex regions, which we denote by {R;,...,Ry}. Define the function
f(B) =X, 1y,(B). Our goal is to find B = argmaxgcga f(B), where 1y, is the indicator function
of U;. It is easy to see that f(-) is constant when restricted to the interior of any fixed region R;
for j € [M]. Also, since 1y, is an upper-semicontinuous function for each i € [n], so is f. Thus,
the value of f(-) at the vertices R; is at least as large as the value of f in its interior. Thus, to find
the maximum of f(-), we may only consider 8 € R? that correspond to vertices of R; for j € [M].
All such vertices may be obtained by choosing any d (mutually non-parallel) hyperplanes from among
{H_(Uy),...,H_(Uy),H4(U),...,Hy(Upy)} and considering their point of intersection. The total num-
ber of such points is bounded above by (%;’) , and our algorithm may simply list such points and evaluate
f at each point in the list.

H. Auxiliary results

This appendix contains several technical results invoked throughout the paper.
We will employ the following multiplicative Chernoff bound, which is standard (cf. Vershynin [45]
or Boucheron et al. [6]):

LEMMA A.1 Let Xj,...,X, be independent Bernoulli random variables with parameters {p;}. Let
Sp=Y",X;and u = EJ[S,].

(i) Forany & € (0,1], we have

and

(ii) For 6 > 4, we have
P (S, >du) <exp(—cudlogd).

We will also use the following result from Boucheron et al. [6]:

LEMMA A.2 (Theorem 12.9 from Boucheron et al. [6]) Let Wy, ..., W, be independent vector-valued
random variables and let Z = sup,. » Y7 ; W ;. Assume that foralli <nand s € 7, we have EW;; =0,
and |W, | < 1. Let

v:=2EZ+p?,
n

p*:=sup Y EW7.

teT =1
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Then V(Z) < v and

P{Z>EZ+1} <exp (—%log (1+210g(1+%))>.

We now state and prove a generalization of Theorem 13.7 from Boucheron et al.[6]:

THEOREM A.l Let o = {A, :t € J} be a countable class of measurable subsets of 2 with VC

dimension V, such that Ag = 0 € &7. Let Xi,...,X, be independent random variables taking values in
2, with distributions Py, ..., B, respectively. Assume that for some o > 0, we have
1 n

fZP (A;) < o2, foreveryr € 7.

Let Z and Z~ be defined as follows:

Z=—sup ) (xes —F(A;)), and
Nicesi
1 n
Z"=—sup) (P(A) —1x.ea,)
N7,

If o > 24 Vlog( )then

_ 4¢?
max(EZ,EZ )<726 Vlog?.

Proof. The following proof is an adaptation of the proof of Theorem 13.7 in Boucheron et al. [6].
The generalization from identical to non-identical distributions is possible because (1) independence
suffices for symmetrization inequality; and (2) after conditioning on Xi,...,Xj, it is no longer relevant
whether the distributions of the random variables are identical. We include the initial steps of the proof
for completeness and direct the reader to Boucheron et al. [6] for more details.

By the symmetrization inequalities of Lemma 11.4 in Boucheron et al. [6], we have

E\T supz 1x.ea, — P(Ar))

N2

Xty Xa | | (A.D)

<2E [ [\fsupzfs,lx@qt

Nic7;

where the ;s are independent Rademacher variables. Define the random variable

62 = max <sup le cArs 2) .

te7 =
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Clearly, §> < f + 672, so by Jensen’s inequality,’

VA
2
Ed, < E(\/ﬁ>+6.

Now let Z, = ﬁ Y, €lx.ca,. Noting that the Rademacher averages are sub-Gaussian, conditioned
on the X;’s, we have

logE [ek(zl_zﬂ)
< lz (% er'l:l (1XiEAI - lX,‘EA,/)Z)
h 2
A% (EX ) (Ixen, # Ixea,))
2 )

Xl,...,Xn}

Let d(t,t') = \/% Yii1(Ixea, # Lxea, ), and let H(S,7) denote the universal §-metric entropy

(with respect to d(-,-)). Since the zero function (corresponding to @) belongs to the function class, we

have
supd(t,0) = sup Z Ixeq, <
e teT

Therefore, we can apply the discrete version of Dudley’s inequality (Lemma 13.1 in Boucheron et al. [6])
with 8, as the maximum radius. Since §, > o, we can upper-bound the random quantity H(ad,) by the
fixed quantity H(ac), for any @ > 0. This implies that

Xlu 7X

l[ sup Z 8,1X €A,

Nici=

3252 INH(8271,.T)
3252 I\JH(c2-7"1, 7).

Taking the expectation with respect to X, ..., X, and combining with inequality (A.1) we then obtain

<6ES,- Zz I\H(c27771.7)

<64/E (\i) + 02 (Zz J H(6211,9)> :

From this step onward, the proof is identical to the proof of Theorem 13.7 in Boucheron et al. [6]. [J

3Note that both Z and Z~ are non-negative since ¢ € .27
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THEOREM A.2 (Theorem 8.3.23 in Vershynin[45]) Let .% be a class of Boolean functions on a prob-
ability space (2,X,u) with finite VC dimension V > 1. Let X,X;,Xa,...,X, be independent random
points in £ distributed according to the law p. Then
<c\/L.
n

n

Ly r) —Efx)

E [sup "
i=1

fez




