# Simple Binary Hypothesis Testing under Communication Constraints 

Ankit Pensia<br>University of Wisconsin-Madison<br>ankitp@cs.wisc.edu

Po-Ling Loh<br>University of Cambridge<br>pll28@cam.ac.uk

Varun Jog<br>University of Cambridge<br>vj270@cam.ac.uk


#### Abstract

We study simple binary hypothesis testing under communication constraints, a.k.a. "decentralized detection". Here, each sample is mapped to a message from a finite set of messages via a channel before being revealed to a statistician. In the absence of communication constraints, it is well known that the sample complexity is characterized by the Hellinger distance between the distributions. We show that the sample complexity of hypothesis testing under communication constraints is at most a logarithmic factor larger than in the unconstrained setting, and demonstrate that distributions exist in which this characterization is tight. We also provide a polynomial-time algorithm which achieves the aforementioned sample complexity. Our proofs rely on a new reverse data processing inequality and a reverse Markov's inequality, which may be of independent interest.
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A full version of this paper is accessible here [1].

## I. Introduction

Statistical inference has been studied under various constraints such as memory, privacy, and communication [2][10], designed to model physical or economical constraints. Our work focuses on communication constraints, where the statistician does not have access to the original sample, but only collects observations passed through a communicationconstrained channel. For example, instead of observing the original sample $x \in \mathcal{X}$, the statistician might observe a single bit $f(x) \in\{0,1\}$, for some function $f: \mathcal{X} \rightarrow\{0,1\}$. The choice of the channel (here, the function $f$ ) crucially affects the quality of statistical inference and is the topic of study in our paper.

A recent line of work has established minimax optimal rates of communication-constrained channels [10]-[12] for a variety of problems, including distribution estimation and identity testing. However, previous work on communication constraints for simple hypothesis testing is fairly limited. Recall the simple hypothesis testing framework: Let $\mathcal{P}$ be a given finite set of distributions over the domain $\mathcal{X}$. Given i.i.d. samples $X_{1}, \ldots, X_{n}$ from an unknown distribution $P \in \mathcal{P}$, the goal is to correctly identify $P$ with high probability, with $n$ as small as possible. We denote this problem as $\mathcal{B}(\mathcal{P})$ and use $n^{*}(\mathcal{P})$ to denote its sample complexity; i.e, the necessary and sufficient number of samples to solve $\mathcal{B}(\mathcal{P})$.

[^0]When $\mathcal{P}=\{p, q\}$, this is referred to as the binary hypothesis testing problem and has a rich history in statistics [13]-[16]. Given its historical and practical significance, we have a very good understanding of this problem (cf. Section II for details). In particular, it is known that $n^{*}(\mathcal{P})=\Theta\left(1 / d_{h}^{2}(p, q)\right)$, where $d_{h}(p, q)$ refers to the Hellinger distance between $p$ and $q$.

Hypothesis testing under communication constraints was studied in detail in the 1980s and 1990s under the name "decentralized detection" [2]. Briefly, the setup involves $n$ users and a central server. Each user $i$ observes an i.i.d. sample $X_{i}$ from an unknown distribution $p^{\prime} \in \mathcal{P}$, generates a $D$ valued message $Y_{i} \in\{0,1, \ldots, D-1\}$ using a channel $\mathbf{T}_{i}$ (chosen by the statistician), and transmits $Y_{i}$ to the central server. The central server observes $\left(Y_{1}, \ldots, Y_{n}\right)$ and produces an estimate $\widehat{p} \in \mathcal{P}$. The goal is to choose $\left(\mathbf{T}_{1}, \ldots, \mathbf{T}_{n}\right)$ so that the central server can identify $p^{\prime}$ correctly with high probability, while keeping $n$ as small as possible. We call this problem "simple hypothesis testing under communication constraints" and denote it by $\mathcal{B}(\mathcal{P}, D)$. We denote the corresponding sample complexity by $n^{*}(\mathcal{P}, D)$.
We will focus on the binary hypothesis testing problem, i.e., $\mathcal{P}=\{p, q\}$. It is known that the central server should perform a likelihood ratio test. Furthermore, an optimal choice of channels can be achieved using (deterministic) threshold tests, i.e., $Y_{i}=f_{i}\left(X_{i}\right)$ for some $f_{i}: \mathcal{X} \rightarrow\{0,1, \ldots, D-1\}$, such that $f_{i}$ is characterized by $D$ intervals that partition $\mathbb{R}_{+}$ and $f_{i}(x)=j$ if and only if $p(x) / q(x)$ lies in the $j^{\text {th }}$ interval. The optimality of threshold tests crucially relies on the $f_{i}$ 's being possibly non-identical across users.

Despite such progress, fundamental statistical and computational questions have remained unanswered. We begin with the following statistical question:

> For $\mathcal{P}=\{p, q\}$, what is the sample complexity $\quad$ of $\mathcal{B}(\mathcal{P}, D)$, and what is $\frac{n^{*}(\mathcal{P}, D)}{n^{*}(\mathcal{P})} ?$

Let $n^{*}=n^{*}(\mathcal{P})$ and $n_{\text {bin }}^{*}=n^{*}(\mathcal{P}, 2)$ for notational convenience. A folklore result using Scheffe's test implies that $n_{\mathrm{bin}}^{*} / n^{*} \lesssim n^{*}$ (cf. Proposition A.3). Our main result is an exponential improvement in this guarantee, showing that $n_{\text {bin }}^{*} / n^{*} \lesssim \log \left(n^{*}\right)$, i.e., communication constraints only lead to at most a logarithmic increase in sample complexity. More specifically, we show the following sample complexity bound:

$$
\begin{equation*}
n^{*}(\mathcal{P}, D) \lesssim n^{*}(\mathcal{P}) \max \left(1, \frac{\log \left(n^{*}(\mathcal{P})\right)}{D}\right) \tag{1}
\end{equation*}
$$

Furthermore, there exist cases where the bound (1) is tight (cf. Theorem IV.2). The bound can further be improved when the support size of $p$ and $q$ is smaller than $\log \left(n^{*}(\mathcal{P})\right)$.

Turning to computational considerations, let $p$ and $q$ be distributions over $k$ elements. The optimality of threshold tests implies that each user can search over $k^{\Omega(D)}$ possible such channels, which is prohibitive for large $D$. This exponentialtime barrier has been highlighted as a major computational bottleneck in decentralized detection [2], leading to the following question:

> Is there a poly $(k, D)$-time algorithm to compute channels $\left(\mathbf{T}_{1}, \ldots, \mathbf{T}_{n}\right)$ that achieve the sample complexity bound (1)?

We answer this question affirmatively by showing that it suffices to consider threshold tests parameterized by a single quantity (cf. equation (3)). In fact, we show that it suffices to use an identical channel across the users.

We summarize our main contributions as follows:

1) We establish the minimax optimal sample complexity (cf. inequality (1)) of binary simple hypothesis testing under communication constraints (Theorems IV. 1 and IV.2).
2) We provide an efficient algorithm, running in $\operatorname{poly}(k, D)$ time, to find a channel that achieves the minimax optimal sample complexity.
3) Along the way, we prove the following two technical results which may be of independent interest: (i) a reverse data processing inequality for general $f$-divergences and communication-constrained channels (Theorem III.2), and (ii) a reverse Markov inequality for bounded random variables (Lemma III.6).
The remainder of the paper is organized as follows: we define notation, formally state the problem, and recall useful facts in Section II. Section III contains a reverse data processing inequality for $f$-divergences. Section IV then derives the statistical and computational guarantees for binary hypothesis testing. More technical proofs are deferred to the Appendix.

## II. Preliminaries

Notation: Throughout this paper, we will focus on discrete distributions. For $n \in \mathbb{N}$, we use $[n]$ to denote $\{1, \ldots, n\}$ and $[0: n]$ to denote $\{0,1, \ldots, n\}$. We use $\Delta_{k}$ to denote the set of distributions over $k$ elements. For a distribution $p \in \Delta_{k}$ and $i \in[k]$, we use both $p_{i}$ and $p(i)$ to denote the probability of element $i$ under $p$. For two distributions $p$ and $q$, let $d_{\mathrm{TV}}(p, q)$ denote the total variation distance, and let $d_{h}(p, q)=\sqrt{\sum_{i}\left(\sqrt{p}_{i}-\sqrt{q}_{i}\right)^{2}}$ denote the Hellinger distance. Given $n$ distributions $p_{1}, \ldots, p_{n}$, we use $\prod_{i=1}^{n} p_{i}$ to denote their product distribution. When each $p_{i}=p$, we use $p^{\otimes n}$ to denote the $n$-fold product distribution. For a set $A \subseteq \mathcal{X}$, we use $\mathbb{I}_{A}: \mathcal{X} \rightarrow\{0,1\}$ to denote the indicator function of $A$. We consider $[a, b)$ to be an empty set when $b \leq a$. We will denote channels by bold capital letters, such as T. For a channel $\mathbf{T}: \mathcal{X} \rightarrow \mathcal{Y}$ and a distribution $p$ over $\mathcal{X}$, we use $\mathbf{T} p$ to denote the distribution over $\mathcal{Y}$ when $X \sim p$ passes through the channel $\mathbf{T}$. We use $c, c_{1}, c_{2}, \ldots$ to denote absolute positive
constants, whose values might change from line to line, but with values which can be inferred by careful bookkeeping. We also use $C, C_{1}, C_{2}, \ldots$ to denote absolute positive constants that remain the same throughout the proof. We use $\lesssim$ and $\gtrsim$ to hide positive constants. We also use the standard asymptotic notation $O(\cdot), \Omega(\cdot)$, and $\Theta(\cdot)$. We use poly $(\cdot)$ to denote a quantity that is polynomial in its arguments.

## A. Definitions and basic facts

Definition II. 1 ( $f$-divergence). For a convex function $f$ : $\mathbb{R}_{+} \rightarrow \mathbb{R}$ with $f(1)=0$, we use $I_{f}(p, q)$ to denote the $f$-divergence between $p$ and $q$, defined as $I_{f}(p, q):=$ $\sum_{i} q_{i} f\left(p_{i} / q_{i}\right) .{ }^{1}$

We now define the binary hypothesis testing problem:
Problem II. 2 (Simple binary hypothesis testing). Let $p$ and $q$ be two distributions over $\mathcal{X}$. Given $p$ and $q$, we say a function (test) $\phi: \cup_{n=1}^{\infty} \mathcal{X}^{n} \rightarrow\{p, q\}$ solves the simple hypothesis testing problem with sample complexity $n$ if it is the smallest $n^{\prime}$ that satisfies

$$
\mathbb{P}_{x \sim p^{\otimes n^{\prime}}}\{\phi(x)=q\}+\mathbb{P}_{x \sim q^{\otimes n^{\prime}}}\{\phi(x)=p\} \leq 0.1
$$

We define the sample complexity of hypothesis testing to be the largest $n$ such that for any $n^{\prime}<n$, no test exists with sample complexity $n^{\prime}$. We use $\mathcal{B}(p, q)$ to denote the binary hypothesis testing problem and $\mathrm{n}^{*}(p, q)$ to denote the sample complexity of $\mathcal{B}(p, q)$.
Fact II. 3 (Hellinger distance and $\mathcal{B}(p, q)$ [18]). $\mathrm{n}^{*}(p, q)=$ $\Theta\left(1 / d_{h}^{2}(p, q)\right)$.

We now define Scheffe's test.
Definition II. 4 (Scheffe's test). For two distributions $p$ and $q$, consider the set $A=\{x: p(x) \geq q(x)\}$. Let $p^{\prime}$ and $q^{\prime}$ denote the distributions of $\mathbb{I}_{A}(X)$ when $X$ is distributed as $p$ and $q$, respectively. Given $\left(x_{1}, \ldots, x_{n}\right) \in \mathcal{X}^{n}$, Scheffe's test transforms each individual point $x_{i}$ to $\mathbb{I}_{A}\left(x_{i}\right)$ and then applies the optimal test between $p^{\prime}$ and $q^{\prime}$ to the transformed points. ${ }^{2}$

It is easy to see that $d_{\mathrm{TV}}\left(p^{\prime}, q^{\prime}\right)=d_{\mathrm{TV}}(p, q)$, which implies that $d_{h}\left(p^{\prime}, q^{\prime}\right) \geq 0.5 d_{h}^{2}(p, q)$ (using Fact A.1), leading to an $O\left(1 / d_{h}^{4}(p, q)\right)$ sample complexity of Scheffe's test. This dependence is tight, see, for example, [19]. Formally, see Proposition A. 3 in Appendix A.

## B. Simple hypothesis testing under communication constraints

Definition II. 5 (Channels with communication constraints). Let $\mathcal{X}$ be the domain, $\mathcal{P}$ a family of distributions over $\mathcal{X}$, and $\mathcal{T}$ a family of channels from $\mathcal{X}$ to $\mathcal{Y}$. Let $\left\{U_{i}\right\}_{i=1}^{n}$ denote a set of $n$ users who choose channels $\left\{\mathbf{T}_{i}\right\}_{i=1}^{n} \subseteq \mathcal{T}$ according to a rule $\mathcal{R}:[n] \rightarrow \mathcal{T}^{n} .{ }^{3}$ Each user $U_{i}$ then observes a

[^1]random variable $X_{i}$ i.i.d. from an (unknown) $p^{\prime} \in \mathcal{P}$, and generates $Y_{i}=\mathbf{T}_{i}\left(X_{i}\right) \in \mathcal{Y}$. The central server $U_{0}$ observes $\left(Y_{1}, \ldots, Y_{n}\right)$ and constructs an estimate $\widehat{p}=\phi\left(Y_{1}, \ldots, Y_{n}\right)$.

Let $\mathcal{T}_{D}$ denote the set of all channels from $\mathcal{X}$ to $[0: D-1]$. We now formally define the problem of simple binary hypothesis testing under communication constraints.
Definition II. 6 (Simple hypothesis testing under communication constraints). For $D \geq 2$, we define simple binary hypothesis testing under communication constraints of $D$-messages, denoted by $\mathcal{B}\left(p, q, \mathcal{T}_{D}\right)$, to be the problem in Definition II. 5 when $\mathcal{P}=\{p, q\}, \mathcal{Y}=[0: D-1]$, and $\mathcal{T}=\mathcal{T}_{D}$.

Definition II. 7 (Sample complexity of $\mathcal{B}(p, q, \mathcal{T})$. For a given test-rule pair $(\phi, \mathcal{R})$ with $\phi: \cup_{j=1}^{\infty} \mathcal{Y}^{j} \rightarrow \mathcal{P}$, we say that $(\phi, \mathcal{R})$ solves $\mathcal{B}\left(p, q, \mathcal{T}_{D}\right)$ with sample complexity $n$ if it is the smallest $n$ so that $\mathbb{P}_{\left(x_{1}, \ldots, x_{n}\right) \sim p^{\otimes n}}\left(\phi\left(y_{1}, \ldots, y_{n}\right)=\right.$ $q)+\mathbb{P}_{\left(x_{1}, \ldots, x_{n}\right) \sim q^{\otimes n}}\left(\phi\left(y_{1}, \ldots, y_{n}\right)=p\right) \leq 0.1$. We use $\mathrm{n}^{*}(p, q, \mathcal{T})$ to denote the sample complexity of this task, i.e., the smallest $n$ so that there exists a $(\phi, \mathcal{R})$-pair that solves $\mathcal{B}(p, q, \mathcal{T})$. We use $\mathrm{n}_{\text {identical }}^{*}(p, q, \mathcal{T})$ to denote the setting where each channel is identical. We sometimes use $\mathrm{n}_{\text {non-identical }}^{*}(p, q, \mathcal{T})$ to denote $\mathrm{n}^{*}(\mathcal{P}, \mathcal{T})$, to emphasize the setting where the channels need not be identical.

For a fixed rule $\mathcal{R}$, an optimal $\phi$ corresponds to the likelihood ratio test. Thus, our focus will be on designing the rule $\mathcal{R}$, while choosing the test $\phi$ implicitly, such that the test-rule pair $(\phi, \mathcal{R})$ has minimal sample complexity.

A subset of channels called threshold channels plays a key role in our theory. Consider a set $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{D-1}\right\}$ such that $0<\gamma_{1} \leq \cdots \leq \gamma_{D-1}<\infty$. Let $\gamma_{0}:=0$ and $\gamma_{D}:=\infty$. Define the function $w_{\Gamma}:[k] \rightarrow[0: D-1]$ as follows ${ }^{4}$ : if $q(x)=0$, then $w_{\Gamma}(x)=D-1$; otherwise,

$$
\begin{equation*}
w_{\Gamma}(x)=j \text { if and only if } p(x) / q(x) \in\left[\gamma_{j}, \gamma_{j+1}\right) \tag{2}
\end{equation*}
$$

We are now ready to define the threshold test:
Definition II. 8 (Threshold test). We say that a channel $\mathbf{T} \in$ $\mathcal{T}_{D}$ corresponds to a threshold test for two distributions $p$ and $q$ over $[k]$ if there exists $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{D-1}\right\}$ such that $0<$ $\gamma_{1} \leq \cdots \leq \gamma_{D-1}<\infty$ and $w_{\Gamma}(X) \sim \mathbf{T} p^{\prime}$ when $X \sim p^{\prime}$ (cf. equation (2)). Any such $\Gamma$ is called the set of thresholds of the test $\mathbf{T}$. We use $\mathcal{T}_{D}^{\text {thresh }}$ to denote the set of all channels $\mathbf{T} \in \mathcal{T}_{D}$ that correspond to threshold tests.

Note that a priori, searching for an optimal channel over $\mathcal{T}_{D}^{\mathrm{thresh}}$ seems to require $k^{\Omega(D)}$ time, as it requires searching over all possible values of $\Gamma$. By restricting our attention to a special class of thresholds parametrized by a single quantity, we will obtain a poly $(k, D)$-time algorithm. In particular, we will focus on channels with thresholds in the following set:

$$
\begin{equation*}
\mathcal{C}:=\left\{\Gamma=\left(\gamma_{1}, \ldots, \gamma_{D-1}\right): \forall j \in[D-2], \gamma_{j+1} / \gamma_{j}=2\right\} \tag{3}
\end{equation*}
$$

[^2]A classical result states that threshold tests (cf. Definition II.8) are optimal tests under communication constraints:

## Theorem II.9. [2, Proposition 2.4] $\mathrm{n}_{\text {non-identical }}^{*}\left(p, q, \mathcal{T}^{\text {thresh }}\right)=\mathrm{n}_{\text {non-identical }}^{*}\left(p, q, \mathcal{T}_{D}\right)$.

Our lower bounds on the sample complexity of hypothesis testing under communication constraints crucially rely on the optimality of threshold tests.

## III. REVERSE DATA PROCESSING INEQUALITY FOR QUANTIZED CHANNELS

We first prove a reverse data processing inequality for a class of $f$-divergences for communication-constrained channels. We begin by defining a suitable family of $f$-divergences:

Definition III. 1 (Well-behaved $f$-divergences). We say $I_{f}(\cdot, \cdot)$ is a well-behaved $f$-divergence if it satisfies the following:
I. $1 f$ is a convex non-negative function with $f(1)=0$.
I. $2 x f(y / x)=y f(x / y) .{ }^{5}$
I. 3 There exist $\alpha>0, \kappa>0, C_{1}>0$, and $C_{2}>0$ such that for all $x \in[0, \kappa]$, we have

$$
C_{1} x^{\alpha} \leq f(1+x) \leq C_{2} x^{\alpha}
$$

Some examples include the total variation distance, squared Hellinger distance, symmetrized $\chi^{2}$-divergence, symmetrized KL-divergence, and triangular discrimination (see Claim D. 1 for more details). If an $f$-divergence is symmetric, $f$ is differentiable at 1 , and $f^{\prime}(1)=0$, then $f$ satisfies I. 2 [20], [21]. Given an $f$-divergence that does not satisfy I.2, we can construct a new $f$-divergence with $\tilde{f}(x):=f(x)+x f(1 / x)$, which is also a convex function ${ }^{6}$ satisfying $\tilde{f}(1)=0$ and I.2.

Theorem III.2. Let $I_{f}$ be a well-behaved $f$-divergence. Let $p$ and $q$ be two fixed distributions over $[k]$ such that for all $i \in[k], q_{i} \geq \nu p_{i}$ and $p_{i} \geq \nu q_{i}$, for some $\nu \in[0,1]$. Then for any $D \geq 2$, there exists a channel $\mathbf{T}^{*} \in \mathcal{T}_{D}^{\text {thresh }}$ (and thus in $\mathcal{T}_{D}$ ) such that

$$
\begin{equation*}
1 \leq \frac{I_{f}(p, q)}{I_{f}\left(\mathbf{T}^{*} p, \mathbf{T}^{*} q\right)} \leq 4 \frac{f(\nu)}{f(1 /(1+\kappa))}+\frac{52 C_{2}}{C_{1}} \max \left(1, \frac{R}{D}\right) \tag{4}
\end{equation*}
$$

where $R=\min \left(k, k^{\prime}\right)$ and $k^{\prime}=1+\log \left(\frac{4 C_{2} \kappa^{\alpha}}{I_{f}(p, q)}\right)$. Further more, given $f, p$, and $q$, there is a poly $(k, D)$-time algorithm that finds a $\mathbf{T}^{*}$ achieving the rate in inequality (4).

We provide a brief proof sketch for the special case of $D=$ 2 and Hellinger distance below, and defer the full proof to Appendix B-A. As our main focus will be on the Hellinger distance, we state the following corollary which will be used later (see Appendix D):

[^3]Corollary III. 3 (Preservation of Hellinger distance). For any $p \in \Delta_{k}, q \in \Delta_{k}$, and $D \geq 2$, there exists $a \mathbf{T}^{*} \in \mathcal{T}_{D}^{\text {thresh }}$ such that the following holds:

$$
\begin{equation*}
1 \leq \frac{d_{h}^{2}(p, q)}{d_{h}^{2}\left(\mathbf{T}^{*} p, \mathbf{T}^{*} q\right)} \leq 1800 \max \left(1, \frac{\min \left(k^{\prime}, k\right)}{D}\right) \tag{5}
\end{equation*}
$$

where $k^{\prime}=\log \left(4 / d_{h}^{2}(p, q)\right)$. Given $p$ and $q$, there is a poly $(k, D)$-time algorithm that finds $\mathbf{T}^{*}$ achieving the rate (5).
Remark III.4. Corollary III. 3 can be interpreted as saying that the effective support size of $p$ and $q$ for the Hellinger distance is at most $k^{\prime}:=\log \left(4 / d_{h}^{2}(p, q)\right)$, because the distributions could be mapped to a $k^{\prime}$-sized alphabet, with the pairwise Hellinger distance preserved up to constant terms.

The following result states that Corollary III. 3 is also tight:

Lemma III. 5 (Reverse data processing is tight). There exist positive constants $c_{1}, c_{2}, c_{3}$, and $c$ such that for every $\rho \in\left(0, c_{1}\right)$ and $D \geq 2$, there exist (i) $k \in \mathbb{N}$ and (ii) two distributions $p$ and $q$ on $[k]$ such that the following hold: $d_{h}^{2}(p, q) \in\left[c_{1} \rho, c_{2} \rho\right], k=\Theta(\log (1 / \rho))$, and

$$
\begin{equation*}
\inf _{\mathbf{T} \in \mathcal{T}_{D}^{\text {thresh }}} \frac{d_{h}^{2}(p, q)}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)} \geq c \frac{R}{D} \tag{6}
\end{equation*}
$$

where $R=\max \left(k, k^{\prime}\right)$ and $k^{\prime}=\log (1 / \rho)$. Moreover, $k=$ $R=\Theta(\log (1 / \rho))$.

The proof of Lemma III. 5 is given in Appendix B-B.
Proof of Theorem III. 2 (sketch). We will focus on the case of the Hellinger distance and $D=2$. We first establish the following result:

Lemma III. 6 (Reverse Markov inequality). Let $X$ be a random variable over $[0,1)$, supported on at most $k$ points, with $\mathbb{E}[X]>0$. Let $k^{\prime}=1+\log (1 / \mathbb{E}[X])$. Then

$$
\begin{equation*}
\sup _{\delta \in[0,1)} \delta \mathbb{P}(X \geq \delta) \geq \frac{\mathbb{E}[X]}{13} \frac{1}{R}, \text { where } R=\min \left(k, k^{\prime}\right) \text {. } \tag{7}
\end{equation*}
$$

The generalized version of Lemma III. 6 for the case $D>2$, along with its proof, is given in Lemma B.1.
Remark III.7. Note that Lemma III. 6 is tight, as shown in Claim B.4, which is crucially used in the proof of Lemma III.5.
Remark III. 8 (Comparison with existing results). The guarantees of Lemma III. 6 can be exponentially better than the PaleyZygmund inequality and a standard version of the reverse Markov inequality. See Remark D. 2 for details.

We now sketch the proof that there exists a channel $\mathbf{T} \in$ $\mathcal{T}_{2}^{\text {thresh }}$ achieving $d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \gtrsim d_{h}^{2}(p, q) / R$. For simplicity of notation, we assume that for all $i \in[k]$, we have $p_{i}>0$ and $q_{i}>0$. We first define the sets

$$
\begin{align*}
A_{l, u} & =\left\{i \in[k]: \frac{p_{i}}{q_{i}} \in\left[l_{i}, u_{i}\right)\right\} \\
A_{l, \infty} & =\left\{i \in[k]: \frac{p_{i}}{q_{i}} \in\left[l_{i}, \infty\right]\right\} \tag{8}
\end{align*}
$$

Then $d_{h}^{2}(p, q)$ can be decomposed as follows:

$$
\begin{aligned}
d_{h}^{2}(p, q)= & \sum_{i \in A_{0,1 / 2}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2}+\sum_{i \in A_{1 / 2,1}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} \\
& +\sum_{i \in A_{1,2}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2}+\sum_{i \in A_{2, \infty}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} .
\end{aligned}
$$

We note that at least one of these terms must be at least $d_{h}^{2}(p, q) / 4$. By symmetry, it suffices to consider the case when either the expression containing $A_{2, \infty}$ is at least $d_{h}^{2}(p, q) / 4$, or the expression with $A_{1,2}$ is at least $d_{h}^{2}(p, q) / 4 .{ }^{7}$
a) Case 1: $\sum_{i \in A_{2, \infty}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} \geq d_{h}^{2}(p, q) / 4$ : Let $\mathbf{T} \in \mathcal{T}_{2}^{\text {thresh }}$ be a threshold test with threshold $\Gamma=\{2\}$, i.e., $\mathbf{T}$ is a deterministic channel that corresponds to the function $i \mapsto \mathbb{I}_{p_{i} / q_{i} \geq 2}$. We note that $\mathbf{T} p$ and $\mathbf{T} q$ are binary distributions, characterized by $p^{\prime}=\sum_{i \in A_{2, \infty}} p_{i}$ and $q^{\prime}=\sum_{i \in A_{2, \infty}} q_{i}$, respectively. Then

$$
d_{h}^{2}(p, q) \leq 4 \sum_{i \in A_{2, \infty}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} \leq 4 \sum_{i \in A_{2, \infty}} p_{i} \leq 4 p^{\prime}
$$

Using the fact that $p^{\prime} \geq 2 q^{\prime}$, we also have

$$
d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \geq\left(\sqrt{p^{\prime}}-\sqrt{p^{\prime} / 2}\right)^{2} \geq 0.01 p^{\prime}
$$

Combining the two displayed equations, we obtain $d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \geq d_{h}^{2}(p, q) / 400$. This completes the proof.
b) Case 2: $\sum_{i \in A_{1,2}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2} \geq d_{h}^{2}(p, q) / 4$ : For $i \in A_{1,2}$, let $\delta_{i}:=\left(p_{i}-q_{i}\right) / q_{i}$, which lies in $[0,1)$. Consider the random variable $X$ over $[0,1)$ such that for $i \in A_{1,2}$, we define $\mathbb{P}\left(X=\delta_{i}\right)=q_{i}$ and $\mathbb{P}(X=0)=1-\sum_{i \in A_{1,2}} q_{i}$. Let $\delta \in[0,1)$ be arbitrary (to be decided later). Consider the channel $\mathbf{T}$ that corresponds to the threshold $1+\delta$. Suppose for now that the following inequalities hold:

$$
\begin{equation*}
d_{h}^{2}(p, q) \lesssim \mathbb{E} X^{2} \quad \text { and } \quad d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \gtrsim \delta^{2} \mathbb{P}(X \geq \delta) \tag{9}
\end{equation*}
$$

which we will establish shortly using a Taylor approximation. Letting $Y=X^{2}$ and $\delta^{\prime}=\delta^{2}$, we obtain the following inequality using the bounds (9):

$$
\begin{equation*}
\frac{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)}{d_{h}^{2}(p, q)} \gtrsim \frac{\delta^{2} \mathbb{P}(X \geq \delta)}{\mathbb{E}\left[X^{2}\right]}=\frac{\delta^{\prime} \mathbb{P}\left(Y \geq \delta^{\prime}\right)}{\mathbb{E}[Y]} \tag{10}
\end{equation*}
$$

which allows us to apply a reverse Markov inequality (Lemma III.6) to the random variable $Y$. Fix

$$
R=\log (1 / E[Y])=\log \left(1 / \mathbb{E}\left[X^{2}\right]\right)=\log \left(O\left(1 / d_{h}^{2}(p, q)\right)\right.
$$

By Lemma III.6, we note that there exists $\delta^{\prime}$ such that $\delta^{\prime} \mathbb{P}\left(Y \geq \delta^{\prime}\right) \gtrsim \mathbb{E}[Y] / R$, which yields the desired lower bound $\left(d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)\right) /\left(d_{h}^{2}(p, q)\right) \gtrsim \frac{1}{R}$ using inequality (10).
We now provide a brief proof sketch of the bounds (9). We derive the first bound using the following arguments:

$$
\begin{aligned}
d_{h}^{2}(p, q) & \leq 4 \sum_{i \in A_{1,2}}\left(\sqrt{p_{i}}-\sqrt{q_{i}}\right)^{2}=4 \sum_{i \in A_{1,2}} q_{i}\left(\sqrt{1+\delta_{i}}-1\right)^{2} \\
& \leq 4 \sum_{i \in A_{1,2}} q_{i} \delta_{i}^{2}=4 \mathbb{E}\left[X^{2}\right]
\end{aligned}
$$

[^4]where the first inequality uses the assumption and the second inequality uses the fact that $\sqrt{1+x} \leq 1+x$ for $x \geq 0$.

We now turn our attention to the second bound (9). Recall that $\mathbf{T}$ is a channel corresponding to the threshold $1+\delta$. Let $p^{\prime}=\sum_{i: \delta_{i} \in[\delta, 1)} p_{i}$ and $q^{\prime}=\sum_{i: \delta_{i} \in[\delta, 1)} q_{i}$. Note that $q^{\prime}=$ $\mathbb{P}(X \geq \delta)$ and $p^{\prime}-q^{\prime}=\sum_{i: \delta_{i} \in[\delta, 1)} \delta_{i} q_{i}=\mathbb{E}\left[X \mathbb{I}_{X \geq \delta}\right]$. Thus, $\left(p^{\prime}-q^{\prime}\right) / q^{\prime}=\mathbb{E}[X \mid X \geq \delta]$.

It can be shown that $d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \geq\left(\sqrt{p^{\prime}}-\sqrt{q^{\prime}}\right)^{2}$ (cf. Appendix B), which leads to the following inequalities:

$$
\begin{aligned}
d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) & \geq\left(\sqrt{p^{\prime}}-\sqrt{q^{\prime}}\right)^{2}=q^{\prime}\left(\sqrt{1+\frac{p^{\prime}-q^{\prime}}{q^{\prime}}}-1\right)^{2} \\
& \gtrsim q^{\prime}\left(\frac{p^{\prime}-q^{\prime}}{q^{\prime}}\right)^{2} \geq \delta^{2} \mathbb{P}(X \geq \delta)
\end{aligned}
$$

since $(\sqrt{1+x}-1) \gtrsim x$ for $x \in[0,1)$.

## IV. Simple Binary hypothesis testing

We will now apply the results of previous sections to simple hypothesis testing under communication constraints. Let $\mathbf{T}$ be a fixed channel and suppose all users use the same channel T. In this setting, Fact II. 3 implies that the sample complexity would be $\Theta\left(1 /\left(d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)\right)\right)$. Without any communication constraints, the sample complexity of the best test is known to be $\Theta\left(1 /\left(d_{h}^{2}(p, q)\right)\right)$. Thus, the additional (multiplicative) penalty of using the channel $\mathbf{T}$ is $d_{h}^{2}(p, q) / d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)$, which is at least 1 by the data processing inequality. As we are allowed to choose any channel $\mathbf{T} \in \mathcal{T}_{D}$, we would like to choose the channel that minimizes this quantity, which was precisely studied in Section III.

## A. Upper bound for simple hypothesis testing

Theorem IV.1. There exists a constant $c>0$ such that the following holds: Let $p$ and $q$ be any two distributions over $\Delta_{k}$ and define $\mathrm{n}^{*}:=\mathrm{n}^{*}(\{p, q\}) \cdot{ }^{8}$ Then for any $D \geq 2$,

$$
\begin{equation*}
\mathrm{n}_{\text {identical }}^{*}\left(p, q, \mathcal{T}_{D}\right) \leq c \cdot \mathrm{n}^{*} \cdot \max \left(1, \frac{\min \left(k, \log \mathrm{n}^{*}\right)}{D}\right) \tag{11}
\end{equation*}
$$

Furthermore, there is an algorithm which, given $p, q$, and $D$, finds a channel $\mathbf{T}^{*} \in \mathcal{T}_{D}^{\text {thresh }}$ in $\operatorname{poly}(k, D)$ time that achieves the rate in inequality (11).

Proof. As noted earlier, for a fixed $\mathbf{T}$, the sample complexity is $\Theta\left(\frac{1}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)}\right)$. Our proof strategy will be to upperbound the quantity $\inf _{\mathbf{T} \in \mathcal{T}_{D}} g(\mathbf{T})$, where $g(\mathbf{T}):=\frac{d_{h}^{2}(p, q)}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)}$. By Corollary III.3, there exists a $\mathbf{T}^{*}$ such that $g\left(\mathbf{T}^{*}\right) \lesssim$ $\max \left(1, \min \left(k, n^{*}\right) / D\right)$, since $n^{*}=\Theta\left(\log \left(1 / d_{h}^{2}(p, q)\right)\right)$. Thus, the proof of Theorem IV. 1 follows from Corollary III. 3 by choosing the optimal $\mathbf{T}^{*}$ achieving the bound in Corollary III.3. As mentioned in Corollary III.3, the channel $\mathbf{T}^{*}$ can be found efficiently.

[^5]
## B. Lower bounds

We now prove our lower bounds, showing that there exist distributions $p$ and $q$ such that the sample complexity must increase by a factor of $\log \left(n_{*}(p, q)\right)$. As discussed in Section II-B, an optimal test that minimizes the probability of error under the communication constraints is one that thresholds based on $p(i) / q(i)$ [2]. However, this notion of optimality is conditioned on the fact that the channels are potentially non-identical; examples exist where this is necessary even for $D=2, M=2$, and $n=2$ [22].

We will show that, up to constants in the sample complexity, it suffices to consider identical channels for simple hypothesis testing. In fact, we prove a much more general result, Lemma C. 1 in Appendix C, that does not rely on restricting the function class to threshold tests. We have the following lower bound on $\mathrm{n}_{\text {non-identical }}^{*}(p, q, \mathcal{T})$ :
Theorem IV.2. There exist positive constants $c_{1}, c_{2}$, and $c_{3}$ such that for every $n_{0} \in \mathbb{N}$ and $D \geq 2$, there exist (i) $k \in \mathbb{N}$ and (ii) two distributions $p$ and $q$ on $[k]$ such that the following hold:

$$
\begin{aligned}
& \text { 1) } c_{1} n_{0} \leq \mathrm{n}^{*}(p, q) \leq c_{2} n_{0} \text {, and } \\
& \text { 2) } \mathrm{n}_{\text {non-identical }}^{*}\left(p, q, \mathcal{T}_{D}\right) \geq n_{0} \frac{\log \left(n_{0}\right)}{D}
\end{aligned}
$$

Moreover, $k=\Theta\left(\log n_{0}\right)$, i.e., the domain of the two distributions is not too large.
Proof. (Sketch) Using Lemma C. 1 and Theorem II.9, it suffices to consider the setting with identical threshold channels. With identical channels, say $\mathbf{T}$, the problem reduces to that of $\mathcal{B}(\mathbf{T} p, \mathbf{T} q)$, and thus to $d_{h}(\mathbf{T} p, \mathbf{T} q)$ using Fact II.3. Tightness of Lemma III. 5 then gives the desired result.

## V. Discussion

In this paper, we studied the problem of simple binary hypothesis testing under communication constraints. We showed that communication constraints may lead to an at most logarithmic increase in the sample complexity of the test. At a technical level, our results rely on a reverse data processing inequality for communication-constrained channels.

Interesting questions for further study include characterizing the sample complexity for a robust version of simple binary hypothesis testing, i.e., the distribution $p^{\prime}$ in Definition II. 5 may only be constrained to satisfy $\min \left\{d_{\mathrm{TV}}\left(p, p^{\prime}\right), d_{\mathrm{TV}}\left(q, p^{\prime}\right)\right\} \leq \epsilon$, for some $\epsilon<d_{\mathrm{TV}}(p, q) / 2$. Although Scheffe's test is both robust and communicationefficient, it is not clear whether the test is optimal. In a different research direction, it is not clear if adaptivity in the choice of channels, i.e., $\mathbf{T}_{i}$ is selected after observing $\left(Y_{1}, \ldots, Y_{i-1}\right)$ in Definition II.5, would have any effect on the sample complexity of the problem. Finally, studying the simple hypothesis testing problem between $M>2$ distributions would be a worthwhile endeavor.
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Additional Notation: Let $\beta_{h}(p, q)$ denote the Hellinger affinity, i.e., $\beta_{h}(p, q):=1-0.5 d_{h}^{2}(p, q)$.

## Appendix A

## Additional Details from Section II

Fact A.1. (see, e.g., [23], [24]) For any distributions $p, p_{1}, \ldots, p_{n}$ and $q, q_{1}, \ldots, q_{n}$ in $\Delta_{k}$ :

1) $d_{T V}^{2}(p, q) \leq d_{h}^{2}(p, q) \leq 2 d_{T V}(p, q)$.
2) (Hellinger tensorization) $\beta_{h}\left(\prod_{i=1}^{n} p_{i}, \prod_{i=1}^{n} q_{i}\right)=$ $\prod_{i=1}^{n} \beta_{h}\left(p_{i}, q_{i}\right)$.
3) (Data processing) For any channel $\mathbf{T}$ and any distributions $p$ and $q$, we have $I_{f}(\mathbf{T} p, \mathbf{T} q) \leq I_{f}(p, q)$.

Fact A.2. (see, e.g., [18], [25])

1) (Total variation and hypothesis testing) For any random variable $Z$ over $\mathcal{Z}$ and a test $\phi: \mathcal{Z} \rightarrow\{P, Q\}$, define the probability of error to be $\frac{1}{2} \mathbb{P}_{P}(\phi(Z)=Q)+$ $\frac{1}{2} \mathbb{P}_{Q}(\phi(Z)=P)$. The minimum probability of error over all tests is $\left(1-d_{T V}(P, Q)\right) / 2$ and is achieved by the following test: let $A^{*} \subseteq \mathcal{Z}$ be any set that maximizes $P(A)-Q(A)$ over $A \subseteq \mathcal{Z}$, and define $\phi(z):=P$ iff $z \in A^{*}$ and $Q$ otherwise.
2) (Hellinger distance and $\mathcal{B}(p, q)$ ) The sample complexity for the simple binary hypothesis test between $p$ and $q$ is $\Theta\left(1 / d_{h}^{2}(p, q)\right)$, i.e., $\mathrm{n}^{*}(p, q)=\Theta\left(1 / d_{h}^{2}(P, Q)\right)$.

Proposition A. 3 (Folklore). The sample complexity of Scheffe's test is at most $O\left(1 / d_{h}^{4}(p, q)\right)$. Furthermore, this is tight in the following sense: for any $\rho \in(0,1)$, there exist $p$ and $q$ such that $\mathrm{n}^{*}(p, q)=O\left(1 / \rho^{2}\right)$, whereas the sample complexity of Scheffe's test is $\Omega\left(1 / \rho^{4}\right)$.

Proof. (Proof of Proposition A.3) Let $p$ and $q$ be the two given distributions and let $\rho^{2}=d_{h}^{2}(p, q)$. Let $\mathbf{T}$ be the channel corresponding to the Scheffe's test. Since Scheffe's test preserves the total variation distance, we have that $d_{\mathrm{TV}}(p, q)=d_{\mathrm{TV}}(\mathbf{T} p, \mathbf{T} q)$. By using Fact A.1, we have that $d_{h}(\mathbf{T} p, \mathbf{T} q) \geq d_{\mathrm{TV}}(\mathbf{T} p, \mathbf{T} q)=d_{\mathrm{TV}}(p, q) \geq 0.5 d_{h}^{2}(p, q) \geq$ $0.5 \rho^{2}$. By Fact A.2, we have that the sample complexity is at $\operatorname{most} O\left(1 / d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)\right)=O\left(1 / \rho^{4}\right)$.

Without loss of generality, we consider the setting when $\rho \leq 0.01$. Consider the distributions $p=(\rho, 1 / 2-2 \rho, 1 / 2+\rho)$ and $q=(0,1 / 2,1 / 2)$. Let $\mathbf{T}$ be the channel corresponding to the Scheffe's test. Then we have $\mathbf{T} p=(1 / 2+2 \rho, 1 / 2-$ $2 \rho)$ and $\mathbf{T} q=(1 / 2,1 / 2)$. An elementary calculation shows that $d_{h}^{2}(p, q)=\Theta(\rho)$ and $d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)=\Theta\left(\rho^{2}\right)$. Applying Fact A.2, we get the desired conclusion.

## Appendix B Reverse Data Processing

Fix the distributions $p$ and $q$ over $[k]$. For $0 \leq l<u<\infty$, we first define the following sets ${ }^{9}$ :

$$
\begin{align*}
A_{l, u} & =\left\{i \in[k]: \frac{p_{i}}{q_{i}} \in[l, u)\right\} \text { and } \\
A_{l, \infty} & =\left\{i \in[k]: \frac{p_{i}}{q_{i}} \in[l, \infty]\right\} . \tag{12}
\end{align*}
$$

We will use the notation defined in Definition II.8.

## A. Reverse data processing: Proof of Theorem III. 2

Theorem III.2. Let $I_{f}$ be a well-behaved $f$-divergence. Let $p$ and $q$ be two fixed distributions over $[k]$ such that for all $i \in[k], q_{i} \geq \nu p_{i}$ and $p_{i} \geq \nu q_{i}$, for some $\nu \in[0,1]$. Then for any $D \geq 2$, there exists a channel $\mathbf{T}^{*} \in \mathcal{T}_{D}^{\text {thresh }}$ (and thus in $\mathcal{T}_{D}$ ) such that
$1 \leq \frac{I_{f}(p, q)}{I_{f}\left(\mathbf{T}^{*} p, \mathbf{T}^{*} q\right)} \leq 4 \frac{f(\nu)}{f(1 /(1+\kappa))}+\frac{52 C_{2}}{C_{1}} \max \left(1, \frac{R}{D}\right)$,
where $R=\min \left(k, k^{\prime}\right)$ and $k^{\prime}=1+\log \left(\frac{4 C_{2} \kappa^{\alpha}}{I_{f}(p, q)}\right)$. Furthermore, given $f, p$, and $q$, there is a poly $(k, D)$-time algorithm that finds a $\mathbf{T}^{*}$ achieving the rate in inequality (4).

## Proof. (Proof of Theorem III.2)

Let $\kappa>0$ be as defined in Definition III.1. By definition of the $f$-divergence, we have the following:

$$
\begin{align*}
I_{f}(p, q)= & \sum_{i \in A_{1+\kappa, \infty}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)+\sum_{i \in A_{1,1+\kappa}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \\
& +\sum_{i \in A_{1 /(1+\kappa), 1}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)+\sum_{i \in A_{0,1 /(1+\kappa)}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \tag{13}
\end{align*}
$$

where the sets $A_{l, u}$ are defined as in equation (8). Note that the sets $A_{1+\kappa, \infty}$ and $A_{0,1 /(1+\kappa)}$ contain the elements that have a large ratio of probabilities under the two distributions. We will now consider a case-by-case basis.
a) Case 1: Main contribution by large ratio alphabets:: We first consider the case when $\sum_{i \in A_{1+\kappa, \infty} \cup A_{0,1 /(1+\kappa)}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \geq \frac{I_{f}(p, q)}{2}$. As we will show later, this is the simple case $(D=2$ already achieves the claim). By symmetry of the $I_{f}$-divergence for the wellbehaved $f$-divergence (I. 2 in Definition III.1), it suffices to consider the case when $\sum_{i \in A_{1+\kappa, \infty}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \geq \frac{I_{f}(p, q)}{4} .{ }^{10}$

[^6]We will show that there exists a $\mathbf{T} \in \mathcal{T}_{2}^{\text {thresh }}$ such that $I_{f}(\mathbf{T} p, \mathbf{T} q) \geq 0.25(f(1 /(1+\kappa)) / f(0)) I_{f}(p, q)$. Let $\mathbf{T}$ be the channel corresponding to the threshold $1+\kappa$, i.e., $\mathbf{T}$ corresponds to the function $i \mapsto \mathbb{I}_{A_{1+\kappa, \infty}}(i)$. Note that $\mathbf{T} p$ and $\mathbf{T} q$ are distribution on $\{0,1\}$ with $(\mathbf{T} p)_{1}=\sum_{i \in A_{1+\kappa, \infty}} p_{i}$ and $(\mathbf{T} q)_{1}=\sum_{i \in A_{1+\kappa, \infty}} q_{i}$, which we denote by $p^{\prime}$ and $q^{\prime}$ respectively. We have that $p^{\prime} \geq(1+\kappa) q^{\prime}$. Using convexity and non-negativity of $f$, and the fact that $f(1)=0$ (see I.1), we have that $f(x) \leq f(y)$ for $0 \leq y \leq x \leq 1$. Using the nonnegativity of $f$ (I.1), symmetry of $f$ (I.2), and monotonically decreasing property of $f$ on $[0,1]$, we obtain the following:

$$
\begin{align*}
I_{f}(\mathbf{T} p, \mathbf{T} q) & =p^{\prime} f\left(\frac{q^{\prime}}{p^{\prime}}\right)+\left(1-p^{\prime}\right) f\left(\frac{1-q^{\prime}}{1-p^{\prime}}\right) \\
& \geq p^{\prime} f\left(\frac{q^{\prime}}{p^{\prime}}\right) \\
& \geq p^{\prime} f\left(\frac{1}{1+\kappa}\right) \tag{14}
\end{align*}
$$

Moreover, by assumption that $\sum_{i \in A_{1+\kappa, \infty}} p_{i} f\left(\frac{p_{i}}{q_{i}}\right)$ is at least $0.25 I_{f}(p, q)$, we have that

$$
\begin{align*}
0.25 I_{f}(p, q) & \leq \sum_{i \in A_{1+\kappa, \infty}} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \\
& \leq \sum_{i \in A_{1+\kappa, \infty}} p_{i} f(\nu)=p^{\prime} f(\nu) \tag{15}
\end{align*}
$$

where we use $q_{i} / p_{i} \in[\nu, 1]$ and $f$ is decreasing on $[\nu, 1]$. Combining (14) and (15), we get the following:

$$
\begin{equation*}
I_{f}(\mathbf{T} p, \mathbf{T} q) \geq \frac{f(1 /(1+\kappa))}{4 f(\nu)} I_{f}(p, q) \tag{16}
\end{equation*}
$$

which implies $I_{f}(p, q) / I_{f}(\mathbf{T} p, \mathbf{T} q) \leq 4 f(\nu) / f(1 /(1+\kappa))$, proving the desired result.

We now comment on the computational complexity of finding a $\mathbf{T}^{*}$ that achieves the rate in (16). Since the channel $\mathbf{T}^{*}$ only depends on $\kappa$, the algorithm only needs to check whether the threshold should be $1+\kappa$ or $1 /(1+\kappa)$, which requires at most poly $(k)$ operations.
b) Case 2: Main contribution by small ratio alphabets:: We now consider the case when $\sum_{i \in A_{1,1+\kappa} \cup A_{1 /(1+\kappa), 1}} q_{i} f\left(p_{i} / q_{i}\right) \geq \quad I_{f}(p, q) / 2 . \quad$ By symmetry (I.2), it suffices to consider the case when $\sum_{i \in A_{1,1+\kappa}} q_{i} f\left(p_{i} / q_{i}\right) \geq I_{f}(p, q) / 4^{11}$. This requires us to handle the elements where $p_{i}$ and $q_{i}$ are close, and the following arguments form the main technical core of this section.

We first state a reverse Markov inequality below, proved in Section B-C, whose objective will become clear later in the proof:

Lemma B.1. Let $Y$ be a random variable over $[0, \beta)$ with expectation $\mathbb{E}[Y]>0$. Let $k^{\prime}=1+\log (\beta / \mathbb{E}[Y])$. Then we have the following:

$$
\begin{align*}
\sup _{\beta=\nu_{D} \geq \ldots \geq \nu_{1} \geq 0} & \sum_{j=1}^{D-1} \nu_{j} \mathbb{P}\left(Y \in\left[\nu_{j}, \nu_{j+1}\right)\right) \\
& \geq \frac{1}{13} \mathbb{E}[Y] \min \left(1, \frac{D}{R}\right) \tag{17}
\end{align*}
$$

where $R=k^{\prime}:=1+\log (\beta / \mathbb{E}[Y])$. Furthermore, the bound in (17) can be achieved by $\nu_{j}$ 's such that $\nu_{j}=\min \left(\beta, x 2^{j}\right)$ for an $x \in[0, \beta]$.

For the special setting when $Y$ is supported on $k$ points: we may set $R=\min \left(k, k^{\prime}\right)$, and there is a poly $(k, D)$ algorithm to find $\nu_{j}$ 's that achieve the right hand side of inequality (17).

For any $i \in A_{1,1+\kappa}$, we have that both $q_{i}$ and $p_{i}$ are positive. Let $\delta_{i}=\left(p_{i} / q_{i}\right)-1$, which lies in $[0, \kappa)$ by definition. We thus have that $p_{i}=q_{i}\left(1+\delta_{i}\right)$. Let $X$ be a random variable over $[0, \kappa)$ such that for $i \in A_{1,1+\kappa}$, define $\mathbb{P}\left(X=\delta_{i}\right)=q_{i}$, and $\mathbb{P}(X=0)=1-\sum_{i \in A_{1,1+\kappa}} q_{i}$.

We now apply Lemma B. 1 to the random variable $Y=X^{\alpha}$. Let $\beta=\kappa^{\alpha}$ and $R_{2}=\min \left(k, 1+\log \left(\kappa^{\alpha} / \mathbb{E}\left[X^{\alpha}\right]\right)\right)$. Let $0 \leq$ $\nu_{1}^{\prime} \leq \ldots, \nu_{D}^{\prime}=\beta$ be thresholds obtaining the bound in (17). Let $\nu_{j}=\left(\nu_{j}^{\prime}\right)^{1 / \alpha}$ for all $j \in[D]$. We thus have that

$$
\begin{equation*}
\sum_{j=1}^{D-1} \nu_{j}^{\alpha} \mathbb{P}\left(X \in\left[\nu_{j}, \nu_{j+1}\right)\right) \geq \frac{1}{13} \mathbb{E}\left[X^{\alpha}\right] \min \left(1, \frac{D}{R_{2}}\right) \tag{18}
\end{equation*}
$$

We now define the thresholds $\Gamma=\left(\gamma_{1}, \ldots, \gamma_{D-1}\right)$ such that $\gamma_{j}=1+\nu_{j}$ for $i \in[D-1]$. We set $\gamma_{0}=0$ and $\gamma_{\infty}=0$. Note that for $j \in[D-1]$, we have $A_{\gamma_{j}, \gamma_{j+1}}=\left\{i: p_{i} / q_{i} \in\right.$ $\left.\left[\gamma_{i}, \gamma_{i+1}\right)\right\}$. Since $1 \leq \gamma_{1} \leq \gamma_{D-1} \leq 1+\kappa$, we have that for $j \in[D-2], A_{\gamma_{j}, \gamma_{j+1}}=\left\{i \in A_{1,1+\kappa}: \delta_{i} \in\left[\nu_{j}, \nu_{j+1}\right)\right\}$. Note that for any $j \in[D-2]$ and any function $g(\cdot)$, we have the following:

$$
\begin{align*}
\sum_{i \in A_{\gamma_{j}, \gamma_{j+1}}} g\left(\delta_{i}\right) q_{i} & =\sum_{i \in A_{\gamma_{j}, \gamma_{j+1}}} g\left(\delta_{i}\right) \mathbb{P}\left(X=\delta_{i}\right) \\
& =\sum_{x \in\left[\nu_{j}, \nu_{j+1}\right)} g(x) \mathbb{P}(X=x) \tag{19}
\end{align*}
$$

Using the growth of $f(1+x)$ in $[0, \kappa]$ (I.3) and the fact that $0 \leq \delta_{i} \leq \kappa$, we have the following:

$$
\begin{align*}
\sum_{i \in A_{1,1+\kappa}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) & =\sum_{i \in A_{1,1+\kappa}} q_{i} f\left(1+\delta_{i}\right) \\
& \leq \sum_{i \in A_{1,1+\kappa}} C_{2} q_{i} \delta_{i}^{\alpha}=C_{2} \mathbb{E}\left[X^{\alpha}\right] \tag{20}
\end{align*}
$$

where the last equality uses the same arguments as (19). Finally we note that (20) and the assumption $I_{f}(p, q) \leq$ $4 \sum_{i \in A_{1,1+\kappa}} q_{i} f\left(p_{i} / q_{i}\right)$ implies the following:

$$
\begin{gather*}
I_{f}(p, q) \leq 4 C_{2} \mathbb{E}\left[X^{\alpha}\right] \quad \text { and } \\
R_{2} \leq \min \left(k, 1+\log \left(4 C_{2} \kappa^{\alpha} / I_{f}(p, q)\right)\right)=R \tag{21}
\end{gather*}
$$

[^7]We use $p^{\prime}$ and $q^{\prime}$ to be denote the probability measures $\mathbf{T} p$ and $\mathbf{T} q$ respectively when $\mathbf{T}$ corresponds to thresholds $\Gamma$. Thus, we have that for $j \in[0: D-1], p^{\prime}(j)=\sum_{i \in A_{\gamma_{j}, \gamma_{j+1}}} p_{i}$; $q^{\prime}(j)$ is defined similarly. We now define $p^{\prime \prime}$ to be the following positive measure: for $j \in[0: D-1], p_{j}^{\prime \prime}=\sum_{i \in A_{\gamma_{i}, \gamma_{i+1}}} p_{i}$ and $p_{D-1}^{\prime \prime}=\sum_{i \in A_{\gamma_{D-1}, 1+\kappa}} p_{i} ; q^{\prime \prime}$ is defined similarly. Recall that $\gamma_{D-1}=1+\nu_{D-1} \leq 1+\kappa$. Note that $p^{\prime \prime}$ and $q^{\prime \prime}$ might not be probability measures as their sum might be smaller than 1 , but they are equal to $p^{\prime}$ and $q^{\prime}$ respectively on all elements except the last. Moreover, we may define the " $f$-divergence" between $p^{\prime \prime}$ and $q^{\prime \prime}$ by mechanically applying the standard expression $f$-divergence but replacing the probability measures by $p^{\prime \prime}$ and $q^{\prime \prime}$ instead. The $f$-divergence between $p^{\prime \prime}$ and $q^{\prime \prime}$ so obtained is smaller than the $f$-divergence between $p^{\prime}$ and $q^{\prime}$ as follows:

$$
q_{D-1}^{\prime} f\left(\frac{p_{D-1}^{\prime}}{q_{D-1}^{\prime}}\right) \geq q_{D-1}^{\prime \prime} f\left(\frac{p_{D-1}^{\prime \prime}}{q_{D-1}^{\prime \prime}}\right)
$$

which follows by noting that $q_{D-1}^{\prime \prime} \leq q_{D-1}^{\prime}, p_{D-1}^{\prime} / q_{D-1}^{\prime} \geq$ $p_{D-1}^{\prime \prime} / q_{D-1}^{\prime \prime} \geq 1$, and $f(x) \geq f(y) \geq 0$ for any $x \geq y \geq 1$. We thus get the following relation:

$$
\begin{equation*}
I_{f}\left(p^{\prime}, q^{\prime}\right) \geq \sum_{j=0}^{D-1} q_{j}^{\prime \prime} f\left(\frac{p_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}\right) \tag{22}
\end{equation*}
$$

Fix a $j \in[D-1]$. Using the fact that $0 \leq \frac{p_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}-1 \leq \kappa$ and that $f(1+x) \geq C_{1} x^{\alpha}$ for $x \in[0, \kappa]$ (I.3), we have that for any $j$ such that $q_{j}^{\prime \prime}>0$,

$$
\begin{align*}
q_{j}^{\prime \prime} f\left(\frac{p_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}\right) & =q_{j}^{\prime \prime} f\left(1+\frac{p_{j}^{\prime \prime}-q_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}\right) \\
& \geq C_{1} q_{j}^{\prime \prime}\left(\frac{p_{j}^{\prime \prime}-q_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}\right)^{\alpha} \\
& \left.=C_{1} q_{j}^{\prime \prime}\left(\frac{\sum_{i \in A_{\gamma_{j}, \gamma_{j+1}}} q_{i} \delta_{i}}{\sum_{i \in A_{\gamma_{j}, \gamma_{j+1}}} q_{i}}\right)^{\alpha} \quad \quad \quad \text { using } \delta_{i} \geq \nu_{j}\right) \\
& \geq C_{1} q_{j}^{\prime \prime} \nu_{j}^{\alpha} \\
& \geq C_{1} \nu_{j}^{\alpha} \mathbb{P}\left(X \in\left[\nu_{j}, \nu_{j+1}\right)\right) \quad \text { (23) } \tag{23}
\end{align*}
$$

We note that this inequality is also true if $q_{j}^{\prime \prime}=0$ because $q_{j}^{\prime \prime}=\mathbb{P}\left(X \in\left[\nu_{j}, \nu_{j+1}\right)\right)$, and if the former is zero, then the expression in (23) is also zero.

Overall, we get the following series of inequalities:

$$
\begin{aligned}
I_{f}\left(p^{\prime}, q^{\prime}\right) & \geq \sum_{j=1}^{D-1} q_{j}^{\prime \prime} f\left(\frac{p_{j}^{\prime \prime}}{q_{j}^{\prime \prime}}\right) \\
& \geq C_{1} \sum_{j=1}^{D-1} \nu_{j}^{\alpha} \mathbb{P}\left(X \in\left[\nu_{j}, \nu_{j+1}\right)\right) \\
& \geq \frac{C_{1}}{13} \mathbb{E}\left[X^{\alpha}\right] \min \left(1, \frac{D}{R_{2}}\right) \\
& \geq \frac{C_{1}}{52 C_{2}} I_{f}(p, q) \min \left(1, \frac{D}{R}\right)
\end{aligned}
$$

(using (22) and $f \geq$ now define $p$ as follows: for $i \in[k]$, define $p_{i}=q_{i}\left(1+\delta_{i}\right)$. Equivalently,

$$
p_{i}= \begin{cases}0.5 \tilde{q}_{i}\left(1+\tilde{\delta}_{i}\right), & \text { if } i \in[m] \\ 0.5 \tilde{q}_{i-m}\left(1-\tilde{\delta}_{i-m}\right) & \text { if } i \in[k] \backslash[m]\end{cases}
$$

Thus, $p$ is a valid distribution if $q$ is a valid distribution. Let $\tilde{X}$ be the random variable such that $\mathbb{P}\left\{\tilde{X}=\tilde{\delta}_{i}\right\}=\tilde{q}_{i}$. We will need the following results, whose proofs are given at the end of this section:

Claim B.2. We have the following inequality:

$$
0.02 \mathbb{E}\left[\tilde{X}^{2}\right] \leq d_{h}^{2}(p, q) \leq \mathbb{E}\left[\tilde{X}^{2}\right]
$$

Claim B.3. Let $\mathbf{T} \in \mathcal{T}_{D}^{\text {thresh }}$ be a channel corresponding to a threshold test. Then the following holds:

$$
\begin{align*}
& d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \leq \\
& \left.\sup _{0<\nu_{1}^{\prime}<\cdots<\nu_{D}^{\prime}=1} \sum_{j=1}^{D-1} \mathbb{P}\left\{\tilde{X} \geq \nu_{j}^{\prime}\right]\right\}\left(\mathbb{E}\left[\tilde{X} \mid \tilde{X} \geq \nu_{j}^{\prime}\right]\right)^{2} \tag{25}
\end{align*}
$$

We will now show that there exists $p$ and $q$ (i.e., $\tilde{q} \in R^{m}$ and $\tilde{\delta} \in \mathbb{R}^{m}$ ), such that the desired conclusion holds. Defining $\tilde{q}$ and $\tilde{\delta}$ is equivalent to showing the existence of a random variable $\tilde{X}$ satisfying the desired properties. This is given in Claim B.4, showing that there exists a distribution $\tilde{X}$ such that the following holds: (i) $\mathbb{E}\left[\tilde{X}^{2}\right]=\Theta(\rho)$, and (ii) the expression on the right in (25), for any choice of thresholds $\Gamma$, is upper bounded by a constant multiple of $\frac{\mathbb{E}\left[\tilde{X}^{2}\right] D}{R}$, (iii) $R=\max \left(m, k^{\prime}\right)=\Theta(\log (1 / \rho))$. See Claim B. 4 for explicit constants. Using Claims B. 2 to B.4, we get the following for any threshold channel $\mathbf{T}$ :

$$
d_{h}^{2}(\mathbf{T} p, \mathbf{T} q) \lesssim \mathbb{E}\left[\tilde{X}^{2}\right] \frac{D}{R} \lesssim d_{h}^{2}(p, q) \frac{D}{R}
$$

completing the proof.
The omitted proofs of Claim B. 2 and Claim B. 3 are given below.

Proof. (Proof of Claim B.2) We have the following:

$$
\begin{aligned}
d_{h}^{2}(p, q)= & \sum_{i \in[m]}\left(\sqrt{q_{i}\left(1+\delta_{i}\right)}-\sqrt{q_{i}}\right)^{2} \\
& +\sum_{i \in[k] \backslash[m]}\left(\sqrt{q_{i}}-\sqrt{q_{i}\left(1+\delta_{i}\right)}\right)^{2} \\
= & 0.5 \sum_{i \in[m]}\left(\sqrt{\tilde{q}_{i}\left(1+\tilde{\delta}_{i}\right)}-\sqrt{\tilde{q}_{i}}\right)^{2} \\
& +0.5 \sum_{i \in[m]}\left(\sqrt{\tilde{q}_{i}}-\sqrt{\tilde{q}_{i}\left(1-\tilde{\delta}_{i}\right)}\right)^{2} \\
= & 0.5 \sum_{i \in[m]} \tilde{q}_{i}\left(\left(\sqrt{1+\tilde{\delta}_{i}}-1\right)^{2}+\left(1-\sqrt{1-\tilde{\delta}_{i}}\right)^{2}\right)
\end{aligned}
$$

Using that for $x \in[0,1]: \sqrt{1+x}-1 \geq 0.1 x, 1-\sqrt{1-x} \geq$ $0.1 x, \sqrt{1+x} \leq 1+x, 1-x \leq \sqrt{1-x}$, we have the following:

$$
\mathbb{E}\left[\tilde{X}^{2}\right] \geq d_{h}^{2}(p, q) \geq 0.02 \mathbb{E}\left[\tilde{X}^{2}\right]
$$

Proof. (Proof of Claim B.3) Suppose $\mathbf{T}$ corresponds to a threshold test with thresholds $\Gamma=\left\{\gamma_{1}, \ldots, \gamma_{D-1}\right\}$ such that $\gamma_{j}<\gamma_{j+1}$. We define $\gamma_{0}=\min _{i} p_{i} / q_{i}$ and $\gamma_{D}=\max _{i} p_{i} / q_{i}$. It suffices to consider the case when all $\gamma_{j} \in[0.5,1.5]$ for
$j \in[0: D]$. Let $p^{\prime}=\mathbf{T} p$ and $q^{\prime}=\mathbf{T} q$. Let $j^{*} \in[D-1]$ be such that $\gamma_{j^{*}-1}<1$ and $\gamma_{j^{*}} \geq 1$.

We now define $\nu_{j}$ 's as follows for $j \in[0: D-1]$ :

$$
\nu_{j}= \begin{cases}\gamma_{j}-1, & \text { if } j \geq j^{*} \\ 1-\gamma_{j}, & \text { otherwise }\end{cases}
$$

Thus $\nu_{j} \in[0,1)$.
For $j \in[0: D-1]$, define $A_{j}:=\left\{i \in[k]:\left(p_{i} / q_{i}\right) \in\right.$ $\left.\left[\gamma_{j}, \gamma_{j+1}\right)\right\}=\left\{i: 1+\delta_{i} \in\left[\gamma_{j}, \gamma_{j+1}\right)\right\}$. For $j \geq j^{*}$, we have $A_{j}=\left\{i: \delta_{i} \in\left[\nu_{j}, \nu_{j+1}\right)\right\}$. For $j<j^{*}$, we have $A_{j}=$ $\left\{i \in[k]:-\delta_{i} \in\left(\nu_{j+1}, \nu_{j}\right]\right\}=\left\{i \in[k]: \tilde{\delta}_{i-m} \in\left(\nu_{j+1}, \nu_{j}\right]\right\}$. For $j \in[0: D-1]$, we have $p_{j}^{\prime}=\sum_{i \in A_{j}} p_{i}$ and $q_{j}^{\prime}=$ $\sum_{i \in A_{j}} q_{i}$.

We have the following decomposition of the squared Hellinger distance between $p^{\prime}$ and $q^{\prime}$ :

$$
\begin{equation*}
d_{h}^{2}\left(p^{\prime}, q^{\prime}\right)=\sum_{j<j^{*}}\left(\sqrt{p_{j}^{\prime}}-\sqrt{q_{j}^{\prime}}\right)^{2}+\sum_{j \geq j^{*}}\left(\sqrt{p_{j}^{\prime}}-\sqrt{q_{j}^{\prime}}\right)^{2} \tag{26}
\end{equation*}
$$

We analyze these two terms separately:
a) Case 1: $j \geq j^{*}$ : Let $j$ be such that $q_{j}^{\prime}>0$. We have that $p_{j}^{\prime} \in\left[q_{j}^{\prime}, 1.5 q_{j}^{\prime}\right]$. We have the following using $\sqrt{1+x}-$ $1 \leq x$ for $x \in[0,0.5]$ :

$$
\begin{equation*}
\left(\sqrt{p_{j}^{\prime}}-\sqrt{q_{j}^{\prime}}\right)^{2}=q_{j}^{\prime}\left(\sqrt{1+\frac{p_{\gamma}^{\prime}-q_{j}^{\prime}}{q_{j}^{\prime}}}-1\right)^{2} \leq \frac{\left(p_{i}^{\prime}-q_{j}^{\prime}\right)^{2}}{q_{j}^{\prime}} \tag{27}
\end{equation*}
$$

Since $\gamma_{j} \geq 1$, we note that

$$
\begin{aligned}
q_{j}^{\prime} & =\sum_{i \in A_{j}} q_{i}=\sum_{i \in[m]: \tilde{\delta}_{i} \in\left[\nu_{j}, \nu_{j+1}\right)} q_{i} \\
& =\sum_{i \in[m]: \tilde{\delta}_{i} \in\left[\nu_{j}, \nu_{j+1}\right)} 0.5 \tilde{q}_{i}=0.5 \mathbb{P}\left\{\tilde{X} \in\left[\nu_{j}, \nu_{j+1}\right)\right\} .
\end{aligned}
$$

Similarly, we have the following:

$$
\begin{aligned}
p_{j}^{\prime}-q_{j}^{\prime} & =\sum_{i \in A_{j}} \delta_{i} q_{i}=\sum_{i \in[m]: \tilde{\delta}_{i} \in\left[\nu_{j}, \nu_{j+1}\right)} \delta_{i} q_{i} \\
& =0.5 \sum_{i \in[m]: \tilde{\delta}_{i} \in\left[\nu_{j}, \nu_{j+1}\right)} \tilde{\delta}_{i} \tilde{q}_{i}=0.5 \mathbb{E}\left[\tilde{X} \mathbb{I}_{\tilde{X} \in\left[\nu_{j}, \nu_{j+1}\right)}\right]
\end{aligned}
$$

Combining the last two displayed equations with (27) and using the definition of conditional expectation, we get the following:

$$
\begin{align*}
& \sum_{j \geq j^{*}}\left(\sqrt{p_{j}^{\prime}}-\sqrt{q_{j}^{\prime}}\right)^{2} \\
& \quad \leq 0.5 \sum_{j \geq j^{*}} \mathbb{P}\left\{\tilde{X} \in\left[\nu_{j}, \nu_{j+1}\right)\right\}\left(\mathbb{E}\left[\tilde{X} \mid \tilde{X} \in\left[\nu_{j}, \nu_{j+1}\right)\right]\right)^{2} \\
& \left.\quad \leq 0.5 \sum_{j \geq j^{*}} \mathbb{P}\left\{\tilde{X} \geq \nu_{j}\right\}\left(\mathbb{E}\left[\tilde{X} \mid \tilde{X} \geq \nu_{j}\right)\right]\right)^{2} \tag{28}
\end{align*}
$$

Case 2: $j<j^{*}$ : Let $j<j^{*}$ such that $q_{j}^{\prime}>0$. We have that $p_{j}^{\prime} \in\left[q_{j}^{\prime} / 2, q_{j}^{\prime}\right)$. Using $1-\sqrt{1-x} \leq x$ for $x \in[0,1]$, we have

$$
\begin{equation*}
\left(\sqrt{q_{j}^{\prime}}-\sqrt{p_{j}^{\prime}}\right)^{2}=q_{j}^{\prime}\left(1-\sqrt{1-\frac{q_{j}^{\prime}-p_{i}^{\prime}}{q_{j}^{\prime}}}\right)^{2} \leq \frac{\left(q_{j}^{\prime}-p_{i}^{\prime}\right)^{2}}{q_{j}^{\prime}} . \tag{29}
\end{equation*}
$$

Since $\gamma_{j}<1$, we note that

$$
\begin{aligned}
q_{j}^{\prime} & =\sum_{i \in A_{j}} q_{i}=\sum_{i \in[k] \backslash m]: \tilde{\delta}_{i-m} \in\left(\nu_{j+1}, \nu_{j}\right]} q_{i} \\
& =\sum_{i \in[k] \backslash[m]: \tilde{\delta}_{i-m} \in\left(\nu_{j+1}, \nu_{j}\right]} 0.5 \tilde{q}_{i-m} \\
& =0.5 \mathbb{P}\left\{\tilde{X} \in\left(\nu_{j+1}, \nu_{j}\right]\right\} .
\end{aligned}
$$

Similarly, we have the following:

$$
\begin{aligned}
q_{j}^{\prime}-p_{i}^{\prime} & =\sum_{i \in A_{j}}\left(-\delta_{i} q_{i}\right)=\sum_{i \in[k] \backslash[m]: \tilde{\delta}_{i-m} \in\left(\nu_{j+1}, \nu_{j}\right]} \tilde{\delta}_{i}\left(0.5 \tilde{q}_{i-m}\right) \\
& =0.5 \mathbb{E}\left[\tilde{X} \mathbb{I}_{\tilde{X} \in\left(\nu_{j+1}, \nu_{j}\right]}\right] .
\end{aligned}
$$

Combining the last two displayed equations with (29) and using the definition of conditional expectation, we get the following:

$$
\begin{align*}
& \sum_{j<j^{*}}\left(\sqrt{p_{j}^{\prime}}-\sqrt{q_{j}^{\prime}}\right)^{2} \\
& \quad \leq 0.5 \sum_{j<j^{*}} \mathbb{P}\left\{\tilde{X} \in\left(\nu_{j+1}, \nu_{j}\right]\right\}\left(\mathbb{E}\left[\tilde{X} \mid \tilde{X} \in\left(\nu_{j+1}, \nu_{j}\right]\right]\right)^{2} \\
& \left.\left.\quad \leq 0.5 \sum_{j<j^{*}} \mathbb{P}\left\{\tilde{X}>\nu_{j}\right]\right\}\left(\mathbb{E}\left[\tilde{X} \mid \tilde{X}>\nu_{j}\right]\right]\right)^{2} \tag{30}
\end{align*}
$$

Combining (28) and (30), we get the proof by noting that $\tilde{X}$ is a discrete random variable and thus the distinction between $\tilde{X} \geq \nu_{j}$ (cf. (28)) and $\tilde{X}>\nu_{j}$ (cf. (30)) does not matter when taking the supremum.

## C. Reverse Markov Inequality

Lemma B.1. Let $Y$ be a random variable over $[0, \beta)$ with expectation $\mathbb{E}[Y]>0$. Let $k^{\prime}=1+\log (\beta / \mathbb{E}[Y])$. Then we have the following:

$$
\begin{align*}
\sup _{\beta=\nu_{D} \geq \ldots \geq \nu_{1} \geq 0} & \sum_{j=1}^{D-1} \nu_{j} \mathbb{P}\left(Y \in\left[\nu_{j}, \nu_{j+1}\right)\right) \\
& \geq \frac{1}{13} \mathbb{E}[Y] \min \left(1, \frac{D}{R}\right) \tag{17}
\end{align*}
$$

where $R=k^{\prime}:=1+\log (\beta / \mathbb{E}[Y])$. Furthermore, the bound in (17) can be achieved by $\nu_{j}$ 's such that $\nu_{j}=\min \left(\beta, x 2^{j}\right)$ for an $x \in[0, \beta]$.

For the special setting when $Y$ is supported on $k$ points: we may set $R=\min \left(k, k^{\prime}\right)$, and there is a $\operatorname{poly}(k, D)$ algorithm to find $\nu_{j}$ 's that achieve the right hand side of inequality (17).

Proof. We can safely assume that $D \leq R$. Under this assumption on $D$, we will show the desired expression is lower bounded by both of the following (up to constants): $\frac{\mathbb{E}[Y] D}{k}$ and $\frac{\mathbb{E}[Y] D}{k^{\prime}}$. We will also assume that $\beta=1$; otherwise, it suffices to apply the following argument to $Y / \beta$.

We first begin with dependence on $k$.
a) Dependence on $k::$ We have that $Y$ has support size $k$. Let the support elements be $\left\{\delta_{i}^{\prime}\right\}_{i=1}^{k}$ such that $\delta_{1}^{\prime}<\delta_{2}^{\prime}<$ $\cdots<\delta_{k}^{\prime}<1^{12}$. Let $\left\{p_{i}\right\}_{i=1}^{k}$ be such that $\mathbb{P}\left[Y=\delta_{i}^{\prime}\right]=p_{i}$ and $\sum_{i=1}^{k} p_{i}=1$.

It suffices to prove the following bound: there exists a labeling $\pi:[D-1] \rightarrow[k]$ such that $\pi(1)<\pi(2)<\cdots<\pi(D-1)$ and satisfies the following

$$
\begin{equation*}
\sum_{j=1}^{D-1} \delta_{\pi(j)}^{\prime} p_{\pi(j)} \geq \mathbb{E}[Y]\left(\frac{D-1}{k}\right) . \tag{31}
\end{equation*}
$$

This is true because for $j \in[D-1]$, we have $p_{\pi(j)}=$ $\mathbb{P}\left\{Y \in\left[\delta_{\pi(j)}, \delta_{\pi(j)+1}\right)\right\} \leq \mathbb{P}\left\{Y \in\left[\delta_{\pi(j)}, \delta_{\pi(j+1)}\right)\right\}$, where we define $\delta_{k+1}:=1$, and the desired conclusion follows by setting $\nu_{j}=\delta_{\pi(j)}$. In the rest of the proof, we will show that such a $\pi(\cdot)$ exists.

Let $\sigma:[k] \rightarrow[k]$ be the permutation such that $p_{\sigma(i)} \delta_{\sigma(i)} \geq$ $p_{\sigma(i+1)} \delta_{\sigma(i+1)}$. Then we have that

$$
\begin{aligned}
\frac{\mathbb{E}[Y]}{k} & =\frac{\sum_{i=1}^{k} p_{i} \delta_{i}}{k} \\
& =\frac{\sum_{i=1}^{k} p_{\sigma(i)} \delta_{\sigma(i)}}{k} \leq \frac{\sum_{i=1}^{D-1} p_{\sigma(i)} \delta_{\sigma(i)}}{D-1} \\
& =\frac{\sum_{i=1}^{D-1} p_{\pi^{\prime}(i)} \delta_{\pi^{\prime}(i)}}{D-1}
\end{aligned}
$$

for some $\pi^{\prime}:[D-1] \rightarrow[k]$ such that $\pi^{\prime}(1)<\pi^{\prime}(2)<$ $\cdots<\pi^{\prime}(D-1)$. Thus we have established (31). Note that the desired bound is achieved by choosing $\nu_{j}$ 's as follows: let $S$ be the set of top $D-1$ elements among the support of $Y$ that maximize $y \mathbb{P}(Y=y)$ and $\nu_{j}$ 's have values in $S$ such that they are increasing and distinct. It is clear that it can be implemented in poly $(k, D)$ time.
b) Dependence on $k^{\prime}::$ We begin by noting that the desired expression can also be written as follows:

$$
\sum_{j=1}^{D-1}\left(\nu_{j}-\nu_{j-1}\right) \mathbb{P}\left\{Y \geq \nu_{j}\right\}
$$

where $\nu_{0}:=0$. We need to obtain a lower bound on the supremum of this expression over $\nu_{j}$ 's. In fact, we will show a stronger claim, where we fix $\nu_{j}$ in a particular way. We will take $\nu_{j}$ to be of the form $x 2^{j-1}$ for $j \in[D-1]$ and optimize over $x \in(0,1)$. Note that we can allow $\nu_{j} \geq 1$ without loss of generality because their contribution to the desired expression

[^8]is going to be 0 . In the rest of the proof, we will show the following claim for $c=1 / 13$ :
\[

$$
\begin{gather*}
\sup _{x \in(0,1)} x \mathbb{P}\{Y \geq x\}+\sum_{j=2}^{D-1}\left(x 2^{j-1}-x 2^{j-2}\right) \mathbb{P}\left\{Y \geq x 2^{j-1}\right\} \\
\geq c \mathbb{E}[Y] \frac{D}{k^{\prime}} \tag{32}
\end{gather*}
$$
\]

Suppose that the desired conclusion does not hold. We will now derive a contradiction. Let $x \in(0,1)$ be arbitrary and set $\nu_{j}=x 2^{j-1}$ for $j \in[D-1]$. Under the assumption that (32) is false, we have the following for each $x \in(0,1)$ :

$$
\begin{aligned}
c \mathbb{E}[Y] \frac{D}{k^{\prime}}>x \mathbb{P}\{Y & \geq x\} \\
& +\sum_{j=2}^{D-1} x\left(x 2^{j-1}-x 2^{j-2}\right) \mathbb{P}\left\{Y \geq x 2^{j-1}\right\} \\
= & x\left(\mathbb{P}\{Y \geq x\}+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{P}\left\{2^{-j} Y \geq x\right\}\right)
\end{aligned}
$$

We thus get the following for all $x \in(0,1)$ :

$$
\begin{equation*}
\mathbb{P}\{Y \geq x\}+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{P}\left\{2^{-j} Y \geq x\right\}<c \mathbb{E}[Y] \frac{D}{k^{\prime}} \frac{1}{x} \tag{33}
\end{equation*}
$$

Using that the probabilities are bounded by 1, we also have the following bound on the expression on the left in (33):
$\mathbb{P}\{Y \geq x\}+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{P}\left\{2^{-j} Y \geq x\right\} \leq 1+\sum_{j=1}^{D-2} 2^{j-1}=2^{D-1}$.

Combining the two bounds in (33) and (34), we have the following for every $x \in(0,1)$ :
$\mathbb{P}\{Y \geq x\}+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{P}\left\{2^{-j} Y \geq x\right\} \leq \min \left(2^{D-1}, \frac{c D \mathbb{E}[Y]}{k^{\prime} x}\right)$.

Using that $Y \in[0,1]$, we also have the following for every $a>1$ :

$$
\mathbb{E}[Y / a]=\int_{0}^{1 / a} \mathbb{P}\{Y / a \geq t\} d t=\int_{0}^{1} \mathbb{P}\{Y / a \geq t\} d t
$$

This leads to the following equality:

$$
\begin{array}{r}
\int_{0}^{1}\left(\mathbb{P}\{Y \geq t\}+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{P}\left\{Y 2^{-j} \geq t\right\}\right) d t \\
=\mathbb{E}[Y]+\sum_{j=1}^{D-2} 2^{j-1} \mathbb{E}\left[2^{-j} Y\right]=\frac{D \mathbb{E}[Y]}{2} \tag{36}
\end{array}
$$

Combining (36) and (35), we get the following for an arbitrary $x_{*} \in(0,1)$ :

$$
\begin{align*}
\mathbb{E}[Y] & =\frac{2}{D} \int_{0}^{1}\left(\mathbb{P}\{Y \geq t\}+\sum_{i=1}^{D-2} 2^{i-1} \mathbb{P}\left\{Y 2^{-i} \geq t\right\}\right) d t \\
& \leq \frac{2}{D} \int_{0}^{1} \min \left(2^{D-1}, \frac{c D \mathbb{E}[Y]}{k^{\prime} x}\right) d t \\
& \leq \frac{2^{D} x_{*}}{D}+\frac{2 c \mathbb{E}[Y]}{k^{\prime}} \log \left(\frac{1}{x_{*}}\right) \tag{37}
\end{align*}
$$

Let $x_{*}=2^{-D}\left(\mathbb{E}[Y] / k^{\prime}\right)$. Then $\log \left(1 / x_{*}\right)=D+$ $\log (1 / \mathbb{E}[Y])+\log \left(1 / k^{\prime}\right) \leq D+2 k^{\prime} \leq 3 k^{\prime}$, where we use that $\max (D, \log (1 / \mathbb{E}[Y])) \leq k^{\prime}$. Using $k^{\prime} \geq 1$ and $D \geq 2$, the expression on the right in (37) can be further upper bounded to get the following inequality:

$$
\mathbb{E}[Y] \leq\left(\frac{\mathbb{E}[Y]}{k^{\prime} D}\right)+\frac{2 c \mathbb{E}[Y]}{k^{\prime}}\left(3 k^{\prime}\right) \leq \frac{\mathbb{E}[Y]}{2}+6 c \mathbb{E}[Y]
$$

which is a contradiction since $\mathbb{E}[Y]>0$ and $c<1 / 12$. Thus, we have that (32) is true.

## D. Tightness of Reverse Markov Inequality

Claim B.4. There exists constants $c, c^{\prime}, c_{1}, c_{2}$ such for every $\rho \in\left(0, c^{\prime}\right)$, there exists a $k \in \mathbb{N}$, where $k=\Theta(\log (1 / \rho))$, and a probability distribution $p$, supported over $k$ points in $(0,0.5]$, such that the following holds:

1) $\mathbb{E}\left[X^{2}\right] \in\left[c_{1} \rho, c_{2} \rho\right]$ and for every $D \leq 0.1 k$,

$$
\begin{array}{r}
\sup _{1=\delta_{D}>\cdots>\delta_{1}>0} \sum_{j=1}^{D-1} \mathbb{P}\left\{X \geq \delta_{j}\right\}\left(\mathbb{E}\left[X \mid X \geq \delta_{j}\right]\right)^{2} \\
\leq c \mathbb{E} X^{2} \frac{D}{R} \tag{38}
\end{array}
$$

where $R=\max \left(k, k^{\prime}\right)$ and $\left.k^{\prime}=\log \left(3 / \mathbb{E}\left[X^{2}\right]\right)\right)$.
2) $\mathbb{E}[Y]=\left[c_{1} \rho, c_{2} \rho\right]$ and

$$
\begin{align*}
\sup _{1=\delta_{D}^{\prime}>\ldots>\delta_{1}^{\prime}>0} \sum_{j=1}^{D-1} \delta_{j}^{\prime} \mathbb{P}(Y & \left.\in\left[\delta_{j}^{\prime}, \delta_{j+1}^{\prime}\right)\right) \\
& \leq c \mathbb{E}[Y] \frac{D}{R} \tag{39}
\end{align*}
$$

where $R=\max \left(k, k^{\prime}\right)$ and $\left.k^{\prime}=\log (3 / \mathbb{E}[Y])\right)$. Moreover, $R=\Theta((\log (1 / \rho)))$.
Proof. For now, let $k \in \mathbb{N}$ be arbitrary; we will choose $k$ so that $\mathbb{E}\left[X^{2}\right] \in\left[c_{1} \rho, c_{2} \rho\right]$. Consider the following discrete random variable $Y$ supported on $\left\{2^{-i}: i \in[k]\right\}$ :

$$
\mathbb{P}\left\{Y=2^{-i}\right\}=r 2^{i}
$$

where $r$ is chosen so that it is a valid distribution, i.e., $r$ satisfies $1=\sum_{i=1}^{k} r 2^{i}=2 r\left(2^{k}-1\right)$. Let $X=\sqrt{Y}$. We have the following:

$$
\begin{equation*}
\mathbb{E}\left[X^{2}\right]=\mathbb{E}[Y]=\sum_{i=1}^{k} 2^{-i}\left(r 2^{i}\right)=r k \tag{40}
\end{equation*}
$$

Consider a $\delta_{i}^{\prime} \in\left(2^{-(j-1)}, 2^{-j}\right]$ for some $j \in[k]$ and $\delta_{i}=$ $\sqrt{\delta_{i}^{\prime}}$. For any such choice, we get the following:

$$
\begin{align*}
\mathbb{P}\left(X \geq \delta_{i}\right) & =\mathbb{P}\left(Y \geq \delta_{i}^{\prime}\right)=\mathbb{P}\left(Y \geq 2^{-j}\right)=\sum_{i \in[j]} \mathbb{P}\left\{Y=2^{-i}\right\} \\
& =\sum_{i \in[j]} r 2^{i}=2 r\left(2^{j}-1\right) \leq 2 r 2^{j} \tag{41}
\end{align*}
$$

Thus we get that for any $\delta^{\prime}, \delta^{\prime} \mathbb{P}\left\{Y \geq \delta^{\prime}\right\} \leq 2 r$, showing that the expression in (39) is upper bounded by $2(D-1) r$, which is equal to $2 \frac{\mathbb{E}[Y](D-1)}{k}$ by (40). It remains to show that $R \leq c k / 2$.

We first calculate bounds on $k$ so that $\mathbb{E}[Y]=\Theta(\rho)$. Note that by construction $r=1 /\left(2\left(2^{k}-1\right)\right)$, implying that $r \in$ $\left[2^{-k-1}, 2^{-k+1}\right]$. Thus it suffices to choose a $k$ so that $f(k):=$ $2^{-k} k \in\left[2 c_{1} \rho, 0.5 c_{2} \rho\right]$. As $f(k+1) / f(k) \in(1 / 2,1)$ for $k>1$, $f(\lceil\ln (1 / \rho)\rceil) \geq \rho \ln (1 / \rho)$ and $f(\lfloor 2 \ln (1 / \rho)\rfloor) \geq 0.1 \rho$, we know that such a $k$ exists in $[\ln (1 / \rho), 2 \ln (1 / \rho)]$ for $c_{1}=0.5$, $c_{2}=10, c^{\prime}=2^{-20}$.

We now calculate the quantity $R$. By definition of $k^{\prime}$, we have that

$$
\begin{aligned}
k^{\prime} & =\log \left(\frac{3}{\mathbb{E}\left[X^{2}\right]}\right)=\log \left(\frac{3}{r k}\right) \geq \log \left(\frac{32^{k-1}}{k}\right) \\
& =k-\log k \pm \log 2
\end{aligned}
$$

As $k$ is large enough, we have that $k^{\prime} \in[0.5 k, 2 k]$. Since $R=\max \left(k, k^{\prime}\right)$, we have that $R \in[0.5 k, 2 k]$. This completes the proof of the claim in (39) with $c=4$.

We now prove the claim in (38). We begin with the following:

$$
\begin{aligned}
\mathbb{E}\left[X \mathbb{I}_{X \geq 2^{-j / 2}}\right] & =\sum_{i \in[j]} 2^{-0.5 i}\left(r 2^{i}\right)=\sum_{i \in[j]} r 2^{0.5 i} \\
& =(r \sqrt{2})\left(\frac{2^{0.5 j}-1}{\sqrt{2}-1}\right) \leq 10 r 2^{0.5 j}
\end{aligned}
$$

For $\delta_{i} \in\left(2^{-(j-1) / 2}, 2^{-j / 2}\right]$ for some $j$, we have the following

$$
\begin{aligned}
\mathbb{P}\left\{X \geq \delta_{i}\right\}(\mathbb{E}[X \mid X & \left.\left.\geq \delta_{i}\right]\right)^{2} \\
& =\mathbb{P}\left(X \geq 2^{-j / 2}\right)\left(\mathbb{E}\left[X \mid X \geq 2^{-j / 2}\right]\right)^{2} \\
& =\frac{\left(\mathbb{E}\left[X \mathbb{I}_{X \geq 2^{-j / 2}}\right]\right)^{2}}{\mathbb{P}\left(X \geq 2^{-j / 2}\right)} \\
& \leq \frac{100 r^{2} 2^{j}}{2 r 2^{j}}=50 r .
\end{aligned}
$$

We thus get that the supremum over any arbitrary $\delta_{i}$ is also upper bounded by $50 r$. Hence, we get upper bound the expression on the left in (38) by $50(D-1) r$, which is equal to $50 \mathbb{E}\left[X^{2}\right](D-1) / r$. Using the same calculations as in the first part of the proof, we prove (38) with $c=50$.

## Appendix C <br> Hypothesis Testing

Lemma C. 1 (Equivalence between identical and non-identical channels for simple hypothesis testing). Let $\mathcal{T}$ be a collection
of channels from $\mathcal{X} \rightarrow \mathcal{Y}$. Let $p$ and $q$ be two distributions on $\mathcal{X}$. Then

$$
\mathrm{n}_{\text {non-identical }}^{*}(p, q, \mathcal{T})=\Theta\left(\mathrm{n}_{\text {identical }}^{*}(p, q, \mathcal{T})\right)
$$

Proof. (Proof of Lemma C. 1 Recall that we use $\beta_{h}(p, q)$ to denote the Hellinger-affinity between $p$ and $q$. It suffices to consider the case that $\mathrm{n}_{\text {identical }}^{*}(p, q, \mathbf{T})$ is larger than a fixed constant. Define the following:

$$
h_{*}=\sup _{\mathbf{T} \in \mathcal{T}} d_{h}(\mathbf{T} p, \mathbf{T} q), \quad \beta_{*}:=\inf _{\mathbf{T} \in \mathcal{T}} \beta_{h}(\mathbf{T} p, \mathbf{T} q)
$$

and $\beta_{*}=1-0.5 h_{*}^{2}$. Let $n_{*}=\mathrm{n}_{\text {identical }}^{*}(p, q, \mathbf{T})$. Let $\mathbf{T}_{*}$ be any channel such that $\beta_{h}\left(\mathbf{T}_{*} p, \mathbf{T}_{*} q\right) \leq \beta_{*}+\epsilon \beta_{*}$, for some $\epsilon>0$ satisfying $(1+\epsilon)^{n_{*}} \leq 2$. Let $p_{*}=\mathbf{T}_{*} p$ and $q_{*}=\mathbf{T}_{*} q$.
a) Identical channels: optimal $\mathbf{T}_{*}$ : If each channel is identically $\mathbf{T}_{*}$, we have that the joint distributions of $n_{*}$ samples would either be $p_{*}^{\otimes n_{*}}$ or $q_{*}^{\otimes n_{*}}$.

Let $f(n)=d_{\mathrm{TV}}\left(p_{*}^{\otimes n}, q_{*}^{\otimes n}\right)$. Note that the probability of error for $p^{\otimes n}$ and $q^{\otimes n}$ is equal to $(1-f(n)) / 2$ (Fact A.2). Since the sample complexity of $\mathcal{B}\left(p_{*}, q_{*}\right)$ is at least $n_{*}$, we must have that $f\left(n_{*}-1\right)<0.8$. Using Fact A.1, we have $d_{h}^{2}\left(p_{*}^{\otimes\left(n_{*}-1\right)}, q_{*}^{\otimes\left(n_{*}-1\right)}\right) \leq 1.6$ and consequently, $\beta_{h}\left(p_{*}^{\otimes\left(n_{*}-1\right)}, q_{*}^{\otimes\left(n_{*}-1\right)}\right) \geq 0.2$. Using tensorization of Hellinger affinity from Fact A. 1 and relation between $\beta_{*}$ and $\beta_{h}\left(p_{*}, q_{*}\right)$, we have $\left(\beta_{*}\right)^{n_{*}-1} \geq\left(\frac{\beta_{h}\left(p^{*}, q^{*}\right)}{1+\epsilon}\right)^{n_{*}-1} \geq 0.1$.
b) Non-identical Channels: We will now show that even if $n$ non-identical channels are allowed but $n \leq 0.1 n_{*}$, then the probability of error is at least 0.2 . For a choice of $\mathbf{T}_{1}, \ldots, \mathbf{T}_{n}$, let $P_{n}^{\prime}:=\prod_{i=1}^{n} \mathbf{T}_{i} p$ and $Q_{n}^{\prime}:=\prod_{i=1}^{n} \mathbf{T}_{i} q$ be the resulting joint probability distributions under $p$ and $q$ respectively. As the probability of error of the best test is $\left(1-d_{\mathrm{TV}}\left(P_{n}^{\prime}, Q_{n}^{\prime}\right) / 2\right)$ (Fact A.2), it suffices to show that if $n \leq 0.1 n_{*}$, then $d_{\mathrm{TV}}\left(P_{n}^{\prime}, Q_{n}^{\prime}\right)<0.8$.

Using Fact A.1, it suffices to show that $d_{h}^{2}\left(P_{n}^{\prime}, Q_{n}^{\prime}\right) \leq 0.64$. Equivalently, it suffices to show that $\beta_{h}\left(P_{n}^{\prime}, Q_{n}^{\prime}\right) \geq 0.68$. Using tensorization of Hellinger affinity and optimality of $\beta_{*}$, we have the following:

$$
\begin{aligned}
\beta_{h}\left(P_{n}^{\prime}, Q_{n}^{\prime}\right) & =\prod_{i=1}^{n} \beta_{h}\left(\mathbf{T}_{i} p, \mathbf{T}_{i} q\right) \geq \beta_{*}^{n} \\
& =\left(\beta_{*}^{n_{*}-1}\right)^{\frac{n}{n_{*}-1}} \geq\left((0.1)^{\frac{1}{10}}\right)^{\frac{10 n}{n_{*}-1}} \geq 0.7^{\frac{10 n}{n_{*}-1}}
\end{aligned}
$$

Thus if $n \leq 0.1\left(n_{*}-1\right)$, then the Hellinger affinity is large, and thus total variation is small, and hence the probability of error is large.

Proof. (Proof of Theorem IV.2) We note that it suffices to consider $D \leq \log n_{0}$.

We will use the characterization of sample complexity of simple hypothesis testing in terms of Hellinger distance (Fact A.2). It thus suffices to show that there exists a constant
$c>0$ such that for every $\rho \in(0,0.01)$, there exist two distributions $p$ and $q$ on $[k]$ such that $d_{h}^{2}(p, q)=\rho$ and
$\mathrm{n}_{\text {non-identical }}^{*}\left(p, q, \mathcal{T}_{D}\right) \geq c \frac{1}{d_{h}^{2}(p, q)} \min \left(1, \frac{\log \left(1 / d_{h}^{2}(p, q)\right)}{D}\right)$.

This follows by noting that given any $n_{0}$, any two distributions $p$ and $q$ such that $d_{h}^{2}(p, q)=\rho$ would satisfy $\mathrm{n}^{*}(p, q) \in$ $\left[c_{1} n_{0}, c_{2} n o\right]$ for some absolute constants (see Fact A.2).

Fix any $\rho \in(0,1)$. Let $p, q$, and $k=O(\log (1 / \rho))$ be from Lemma III. 5 such that (i) $d_{h}^{2}(p, q)=\rho$ and (ii) inequality (6) holds.

We will use Theorem II.9, Lemma C.1, and Lemma III.5. For any $p$ and $q$, we have the following:

$$
\begin{array}{ll}
\mathrm{n}_{\text {non-identical }}^{*}\left(\{p, q\}, \mathcal{T}_{D}\right) & \\
\geq c^{\prime} \mathrm{n}_{\text {non-identical }}^{*}\left(\{p, q\}, \mathcal{T}_{D}^{\text {thresh }}\right) & \text { (using Theorem II.9) } \\
\geq c^{\prime} \mathrm{n}_{\text {identical }}^{*}\left(\{p, q\}, \mathcal{T}_{D}^{\text {thresh }}\right) & \text { (using Lemma C.1) } \\
=c^{\prime} \inf _{\mathbf{T} \in \mathcal{T}_{D}^{\text {thresh }}} \mathrm{n}^{*}(p, q,\{\mathbf{T}\}) & \\
\geq c^{\prime} \inf _{\mathbf{T} \in \mathcal{T}_{D}^{\text {thresh }}} \frac{1}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)} & \text { (using Fact A.2) } \\
=c^{\prime} \frac{1}{d_{h}^{2}(p, q)} \inf _{\mathbf{T} \in \mathcal{T}_{D}^{\text {thresh }}} \frac{d_{h}^{2}(p, q)}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)} & \\
\geq c^{\prime} \frac{1}{d_{h}^{2}(p, q)} \frac{d_{h}^{2}(p, q)}{d_{h}^{2}(\mathbf{T} p, \mathbf{T} q)} \\
\geq c^{\prime} \frac{1}{d_{h}^{2}(p, q)} \frac{\log \left(1 / d_{h}^{2}(p, q)\right)}{D}, & \text { (using Lemma III.5) }
\end{array}
$$

which establishes the condition (42) and thus completes the proof.

## Appendix D <br> Auxiliary Details

Claim D.1. (Examples of well-behaved f-divergences) The following divergences are valid examples of well-behaved $f$ divergences, as defined in Definition III.1:

1) (Hellinger distance) $f(x)=(\sqrt{x}-1)^{2}$ with $\kappa=1, C_{1}=$ $2^{-3.5}, C_{2}=1$, and $\alpha=2$.
2) (Total variation distance) $f(x)=0.5|x-1|$ with $\kappa>0$, $C_{1}=0.5, C_{2}=0.5, \alpha=1$.
3) (Symmetrized KL-divergence) $f(x)=x \log x-\log x$ with $\kappa=1, C_{1}=0.5, C_{2}=1, \alpha=2$.
4) (Triangular Discrimination) $f(x)=\frac{(x-1)^{2}}{1+x}$ with $\kappa=1$, $C_{1}=1 / 3, C_{2}=1 / 2, \alpha=2$.
5) (Symmetrized $\chi^{s}$ divergence ${ }^{13}$ ) For $s \geq 1, f(x)=\mid x-$ $\left.1\right|^{s}+x^{1-s}|x-1|^{s}$ with $\kappa=1, C_{1}=1, C_{2}=3, \alpha=s$.

Proof. It is easy to see that these functions are non-negative, convex, and satisfy the symmetry property of Definition III.1. In the remainder of the proof, we outline how they satisfy Item I. 3 property.

[^9]1) We will now show that we can take $\kappa=1, C_{1}=2^{-3.5}$, $C_{2}=1$, and $\alpha=2$. The upper bound $f(1+x)=$ $(\sqrt{1+x}-1)^{2} \leq x^{2}$ follows by noting that $\sqrt{1+x} \leq$ $1+x$ for any $x \geq 0$. For the lower bound, we define $g(x):=f(1+x)-C_{1} x^{2}$. Note that $g(0)=0, g^{\prime}(x)=$ $1-(1+x)^{-0.5}-2 C_{1} x$ and $g^{\prime \prime}(x)=0.5(1+x)^{-1.5}-2 C_{1}$. We note that $g^{\prime}(0)=0$ and $g^{\prime \prime}(x) \geq g^{\prime \prime}(1)=2^{-2.5}-2 C_{1}$ for all $x \in[0,1]$. Thus $g^{\prime \prime}(x) \geq 0$ for $x \in[0,1]$, and hence $g(x)$ is also non-negative on $x \in[0,1]$.
2) The result follows by noting that for $x \geq 0, f(1+x)=x$.
3) We have that $f(1+x)=x \log (1+x)$. We use the following result: for $x \geq 0, \frac{x}{1+x} \leq \log (1+x) \leq x$. This directly gives us that $f(1+x)=x \log (1+x) \leq x^{2}$. The lower bound follows by noting that for $x \in[0,1]$, $\log (1+x) \geq \frac{x}{2}$ and thus $f(1+x) \geq x^{2} / 2$.
4) We have that $f(1+x)=x^{2} /(2+x)$, which lies between $x^{2} / 3$ and $x^{2} / 2$ for $x \in[0,1]$.
5) We have that $f(1+x)=|x|^{s}\left(1+(1+x)^{1-s}\right)$, which is larger than $x^{s}$ and less than $3 x^{s}$ for $x \in[0,1]$.

We now provide the proof of Corollary III.3.
Proof. (Proof of Corollary III.3) The desired bound follows by noting that $f(x)=(\sqrt{x}-1)^{2}$ and taking $\nu=0$. As shown in Appendix D (Claim D.1), we can take $\kappa=1, C_{1}=2^{-3.5}$, $C_{2}=1$, and $\alpha=2$. Note that $f(0)=1$ and $f(1 /(1+\kappa))=$ $(\sqrt{2}-1)^{2} / 2 \geq 0.04$. This suffices to give a guarantee of $\frac{d_{h}^{2}(p, q)}{d_{h}^{2}\left(\mathbf{T}^{*} p, \mathbf{T}^{*} q\right)} \leq 100+\frac{900}{D}\left(\min \left(k^{\prime}, k\right)\right)$.
Remark D.2. Lemma III. 6 states that the truncation factor (compared to the usual upper bound in Markov's inequality) is at most $O(\log (1 / \mathbb{E}[X]))$. It is instructive to compare the guarantee of Lemma III. 6 with existing results in the literature:

1) The Paley-Zygmund inequality (see, e.g., [26, Corollary 3.3.2]) states that for any $\delta \in(0, \mathbb{E}[X])$, we have $\mathbb{P}(X \geq \delta) \geq\left(1-\frac{\delta}{\mathbb{E} X}\right)^{2} \frac{(\mathbb{E}[X])^{2}}{\mathbb{E}\left[X^{2}\right]}$. Multiplying both sides by $\delta$ and optimizing the lower bound over $\delta$ (achieved at $\delta=\mathbb{E}[X] / 3)$ yields

$$
\sup _{\delta \geq 0} \delta \mathbb{P}(X \geq \delta) \gtrsim \mathbb{E}[X] \cdot \frac{1}{\mathbb{E}\left[X^{2}\right] /(\mathbb{E}[X])^{2}}
$$

Note that the truncation factor is $\mathbb{E}\left[X^{2}\right] /(\mathbb{E}[X])^{2}$, which is at most $1 / \mathbb{E}[X]$ but could be exponentially larger than $\log (1 / \mathbb{E}[X])$. (For example, consider a random variable with $\mathbb{P}(X=0)=1-p$ and $\mathbb{P}(X=1 / 2)=p$ : We have $\mathbb{E}\left[X^{2}\right] /(\mathbb{E}[X])^{2}=1 / p$, whereas $\log (1 / \mathbb{E}[X])=$ $\log (2 / p))$.
2) A standard version of the reverse Markov inequality (see, e.g., [27, Lemma B.1]) for a random variable bounded in $[0,1]$ states the following for $\delta \in(0, \mathbb{E}[X]): \mathbb{P}(X \geq$ $\delta) \geq \frac{\mathbb{E}[X]-\delta}{1-\delta}$. Multiplying both sides by $\delta$ and optimizing the bound over $\delta \in(0, \mathbb{E}[X])$, under the condition that $\mathbb{E}[X] \leq 0.1$, gives us following:

$$
\sup _{\delta \geq 0} \delta \mathbb{P}(X \geq \delta) \gtrsim(\mathbb{E}[X])^{2}=\mathbb{E}[X] \cdot \frac{1}{1 / \mathbb{E}[X]}
$$

i.e., the truncation factor is $1 / \mathbb{E}[X]$, which is exponentially larger than $\log (1 / \mathbb{E}[X])$.
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[^1]:    ${ }^{1}$ We use the following convention [17]: $f(0)=\lim _{t \rightarrow 0^{+}} f(t), 0 f(0 / 0)=$ 0 , and for $a>0,0 f(a / 0)=a \lim _{u \rightarrow \infty} f(u) / u$.
    ${ }^{2}$ Note that $p^{\prime}$ and $q^{\prime}$ are Bernoulli distributions with probability of observing 1 equal to $p(A)$ and $q(A)$, respectively. The optimal test between $p^{\prime}$ and $q^{\prime}$ corresponds to a threshold on $\sum_{i} \mathbb{I}_{A}\left(x_{i}\right)$.
    ${ }^{3}$ We consider deterministic rules for simplicity.

[^2]:    ${ }^{4}$ When $q(x)=0$ for some $x$ and $p(x) \neq 0$, we take $p(x) / q(x)=\infty$. Without loss of generality, we can assume that for each $x \in[k]$, at least one of $p(x)$ or $q(x)$ is non-zero.

[^3]:    ${ }^{5}$ This implies $I_{f}(p, q)=I_{f}(q, p)$.
    ${ }^{6}$ This can be checked by noting that $\tilde{f}^{\prime \prime}(x)=f^{\prime \prime}(x)+\frac{1}{x^{3}} f^{\prime \prime}(x)$, which is non-negative, as $f$ is convex.

[^4]:    ${ }^{7} \mathrm{An}$ astute reader might note that the situation is not fully symmetric, as the set $A_{1,2}$ is right-open, while $A_{1 / 2,1}$ is left-closed. However, as shown in the full proof later, the desired conclusion still holds.

[^5]:    ${ }^{8}$ Recall that Fact II. 3 implies $n^{*}=\Theta\left(1 / d_{h}^{2}(p, q)\right)$.

[^6]:    ${ }^{9}$ When $q(x)=0$ for some $x$ and $p(x) \neq 0$, then we think of $p(x) / q(x)=$ $\infty$. Without loss of generality, we can assume that for each $x \in[k]$, at least one of $p(x)$ and $q(x)$ is non-zero.
    ${ }^{10}$ There is a slight asymmetry because of the corner cases but it suffices: if $\sum_{i \in A_{0,1 /(1+\kappa)}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \geq I_{f}(p, q) / 4$, then labeling $\tilde{p}:=q$ and $\tilde{q}:=p$, and defining $\tilde{A}$ as in Equation (12) with $\tilde{p}$ and $\tilde{q}$, we have that $\sum_{i \in \tilde{A}_{1+\kappa, \infty}} \tilde{q}_{i} f\left(\frac{\tilde{p}_{i}}{\tilde{q}_{i}}\right) \geq \sum_{i \in A_{0,1 /(1+\kappa)}} q_{i} f\left(\frac{p_{i}}{q_{i}}\right) \geq I_{f}(p, q) / 4$ because $A_{0,1 /(1+\kappa)} \subset \tilde{A}_{1+\kappa, \infty}$ since the interval in $A_{0, l}$ is left-open.

[^7]:    ${ }^{11}$ There is a slight asymmetry here as well, but similar to the previous footnote, it suffices to consider this case

[^8]:    ${ }^{12}$ It is easy to see that if the support size is strictly smaller than $k$, then we have a tighter bound.

[^9]:    ${ }^{13}$ The usual $\chi^{s}$-divergence corresponds to $f(x)=|x-1|^{s}$ for $s \geq 1$ [17]. We consider the symmeterized version with $\tilde{f}(x)=f(x)+x f(1 / x)$.

