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Abstract:


We are not yet at a point where we need to seriously work on handling transparency in vision.  However there will probably come a time when we need to handle 

Despite great strides in computer vision, a general assumption has been made that the surfaces viewed are diffuse and opaque.  It tends to make things much simpler—viewing a point from any angle gives the same color value.  Once we introduce reflection, translucency, transparency and specular reflection, we can no longer make that assumption.  Thus it is no surprise that the field is not very developed.


However, before spending a long time working out the knotty details of a difficult problem, it is useful to think of the issues we will face.  This paper will consider the practical aspects of dealing with transparency in particular without being overly concerned with algorithms.
I will limit our considerations to non-gaseous transparent objects—vision is usually centered around objects, not the air in which they live.  Even a scene  with fog can often  be treated as a clear with poor lighting.

So what sorts of things do we run into that are transparent?  I’ve taken a little time taking pictures of common things that a transparent.
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1) Kitchen and household containers.  Glass objects.
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2) Windows of various sizes
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3) Glass on doors
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4) Windows on vehicles.
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5) Certain lights sources
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6) Glass walls
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7) Water and ice

 Fortunately, not very much in the natural world is transparent—water, ice and a few things that are much more rare (amber, gem stones, certain animals), and transparent objects are relatively few in the human world we run into.

Object Recognition:


A robust object recognition algorithm would need to recognize glass objects.  If the algorithm is based on a 3D model reconstruction, we may need to bite the bullet and deal with transparency.  A bag of words or image based approach may run into trouble because of the background of the object.  Separating an image from its background is hard enough when the background can’t be seen through the object!  However, many of the objects have so much light passing through due to a dark color (like the dark blue  Nalgene in the first row) or a brighter light on our side (like the glass above the bikes in the second row), so all is not lost.  Also, an edge based approach may work nearly as well.

Navigation:

Many of the transparent objects are either too small to be major issues for navigation (like objects in the first row) or too high up, like glass on most of the windows.  Even the glass doors should not pose a major problem if we look at the bottom.
However, it would be disastrous for most navigation systems to think that driving though the glass wall in the row six is a good idea.  Thinking that a lake is a nice flat surface is similarly difficult.

For the most part, we can probably get acceptable navigation  results without considering transparency—for example, nothing in the DARPA Urban Challenge  is likely to necessitate good way to deal with transparency.

Window detection

Moving away from pure application, if we are given an image of a wall with a hole in it, how can we tell if there is a window in it?  Given a picture of a window, how can we tell if the window is open?  If we can deal well with this simple case, it would be a good step towards a general algorithm for detecting transparency.  I list a few approaches.
First we can take a look at the expected amount of light that would pass though and the actual light passing through.  It is hard to make a window that doesn’t block any light.  Of course, while the actual light passing through is (relatively) easy to measure, the expected light is hard if we aren’t given a control case.

If we don’t object to hacks, we could solve several cases by looking for things on the surface of the window—stickers, labels, dirt smudges, cracks, and so forth,  We are not guaranteed that we’ll find anything, though.

A better approach is the search for reflection and highlights.  Unfortunately, reflections are about as difficult to track down as transparency, but a single point of reflected light is a very good indication of a window.

Conclusion
Fortunately, the future of computer vision does not depend on our abilities to detect and interpret transparency.  However, it is an issue that will need to be faced eventually if computer vision strives to continually surpass itself.
