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Abstract
Recently, GANs can be widely used in image generation, feature extraction, image recovery and Image Super-Resolution. Single Image Super-Resolution (SISR) has a broad range of applications, for specific fields including security video surveillance and medical imaging. In our project, we first present how can the Generative Adversarial networks can be applied on Image Super-Resolution. Then we modify the problem settings and generate results based on different problem settings. Finally, we evaluate and compare the different results based on several common measures to get a deeper insight of the Generative Adversarial Networks Image Super Resolution Algorithm. Our quality measures include metrics such as Peak Signal to Noise Ratio (PSNR), Structural Similarity (SSIM), and human options to judge the results generated. The goal of our project is to implement a Generative Adversarial Networks model for the image super-resolution and analyses its performance of image reconstruction with different parameter settings.

Introduction
Single Image Super-Resolution (SISR) is a topic with a broad range of applications, for specific fields, including security video surveillance, cosmology and medical imaging. In security surveillance field, SISR can assist us to have more clear image that contain more important detail information. In the cosmology, the super-resolution algorithm can help the researchers to perceive a clear status of celestial bodies. Moreover, in the medical imaging area[12], the Image-Super resolution can help use to extract more information that hidden in the low-resolution medical images.

Meanwhile, the Generative Adversarial Networks has been a popular techniques on the Computer Vision and Machine Learning areas. Therefore, using the GANs for improving the current status of Image super resolution has attracted the interests of Machine Learning researchers[14]. The image super resolution problem is especially challenging on recovery of texture details. Thus, we first provide the GANs model that has several different loss functions. One of these loss functions can differentiate the super resolution generated by computer and original. Besides the differentiator, we have a loss function that measure the perceptual similarity. Therefore, our algorithm should generate the super solution image that with the detailed textures.

We modified the algorithm to test its performance with following conditions:
• applying a smaller upscaling factor
• combing the anti-aliasing approach with GANs

Then we evaluate the results generated under different scenarios with several common measurements, including PSNR (Peak Signal to Noise Ratio), SSIM (Structural Similarity), etc. But such measures have disadvantages that they may not capture the perceptual difference that human eyes can received. Therefore, the result with highest scores from these metrics may not be the best super-resolutions.

In our project, we will compare the super-resolution image with more deep insight comparison.

Related Work
Initial work on SR can be traced back to the beginning of the 80s with applications to image enhancement and restoration[13]. The goal of Single Image Super Resolution algorithms is to generate high-quality images from a single low resolution input image. With different priors each algorithm uses, we can classify the SISR algorithms into into several types of approaches.

Prediction Model
With the prediction models, the low resolution input images can be transformed into high resolution out images with a mathematical model instead of training data and trained model. For instance, the Image Registration [1] method introduced an algorithm that generate pixels by weighting the local neighbor pixels. But this method requires a pre-knowledge of edges of the lower resolution input image. Otherwise, edges on the result image would be wiggle and looks like mosaic.

Early Learning-based Methods
These methods generate the high resolution output image based on the classical Machine learning approaches and...
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Method

In Single Image Super-Resolution (SISR), the aim is to

super-resolve an image $I_{SR}$ from the image $I_{LR}$, where $I_{LR}$

is the high resolution version of $I_{SR}$. Only high resolution

images are available in the training time. Therefore, we ob-

tain low resolution images $I_{SR}$ by applying a gaussian filter

followed by downsampling R from high resolution images

in the dataset. For the purpose of our paper R is defined to

be 2 and 4.

We define a loss function $l_{SR}$. Our ultimate goal is to

train a generator $G$, with parameter $\theta_G$, to optimize the loss

function $l_{SR}$, using a dataset of high resolution images $I_{SR}^i$,

$i = 1, 2, \ldots, N$

$$\theta_G = \frac{1}{N} \sum_{i=1}^{N} \max_{\theta_G} l_{SR}(I_{SR}^i, I_{LR}^i)$$

Adversarial network architecture

Following Goodfellow et al[9], we define our SRGANs for-

mulation to be:

$$\min_{\theta_G} \max_{\theta_D} E_{I_{HR} \sim P_{train}(I_{HR})}[\log(D_{\theta_D}(I_{HR})] + E_{I_{LR} \sim P_G(I_{LR})}[\log(1 - D_{\theta_D}(G(I_{LR})))$$

The key idea behind SRGANs is that the generator creates

$I_{HR}$ in order to fool the descriminator. The discriminator,

however, tries to distinguish the real high-resolution images

from the dataset from the generated images $I_{HR}$. Hence our

model encourages the generator to learn the structure and

the manifold of pixel distributions of the real image.

We follow the architecture introduced by C. Ledig et al[9],

which is illustrated in Figure 1.

Loss function

The definition of loss function is key to the performance

of our model. The $l_{SR}$ is usually based on MSE loss [10].

However, MSE loss often loses information of high

frequency, and thus tends to make images blur and over-

smooth. Hence following the $l_{SR}$ introduced by [10], we

replace the $l_{SR}^{MSE}$ with $l_{SR}^{VGG}$, defined as following:

$$l_{SR} = l_{VGG}^{SR} + 10^{-3}l_{Gen}^{SR}$$

VGG loss

The VGG loss is based on the pre-trained VGG network

introduced by Simonyan and Zisserman [11]. Unlike MSE

method, which only considers image pixel-wise loss, VGG

network also considers feature map loss. We define $\phi_{ij}$,

which is the $ij$th convolution neural network before $j$th max-

pooling layer in VGG network map.

$$l_{VGG}^{SR}_{ij} = \sum_{x=1}^{W_{ij}} \sum_{y=1}^{H_{ij}} (\phi_{ij}(I_{HR}) - \phi_{ij}(G_{\theta_G}(I_{LR})))^2$$

where $W_{ij}, H_{ij}$ represent width and height of the $ij$ recep-
tive field respectively.

Adversarial loss

The adversarial loss is part of GAN’s architecture. Low ad-

versarial loss means that the generator has stronger power to

create $I_{HR}$ that fools the discriminator.

$$l_{Gen}^{SR} = \sum_{i=1}^{N} \log(1 - D_{\theta_D}(G(I_{LR}^i)))$$

Implementation

Dataset

In this experiment, we use a dataset called RAISE dataset.

This dataset includes in total 8137 high resolution raw images,

mainly intended for digital image forensics. It is guarantined

that the images have not been compressed or
processed in any way. It can be easily downloaded and contains images with diverse color and scenery. More details on this dataset can be found in [14]. Figure 3 shows three randomly chosen images from the dataset.

In order to train our model, images from the RAISE dataset is not sufficient since both low resolution (LR) and high resolution (HR) images are needed in the training phase. To obtain low resolution images, we perform down-sampling on the HR images by a factor of 2 and 4.

SRGAN generally requires a larger dataset in the training phase. Therefore, we utilize two methods to increase dataset size. The first method is to randomly choose a fixed window size smaller than the image size. Random sub-images of that size are cut out from the original HR and LR images proportionally. In this paper, a window size of 24 by 24 is chosen. The second method is to create horizontal mirror images of the original images. This method increases the training set size without any loss of information on images’ structure, and thus lowers the chance of overfitting while improves the model’s robustness.

Training Details

All our training is done on our desktop with Intel i7-6700 and Nvidia GTX 1070. The machine learning framework we use is TensorFlow. We first run the MSE model of an iteration number of 500k, which requires 40 hours to finish. Then we run the model of VGG with an iteration number of 20k, which requires longer time per iteration and the total time is around 2 hours. So we get a quick intuition of the the VGG effects on the project. Then we run another VGG training of 100k to get the final training result.

Training Process

In order the get the loss status during the training, we monitor them by plotting out the metrics and loss value as shown in the figure 4.

Note: We have only implemented the MSE part. And the analysis of CNN results are based on the existing project[15].

Result

Analysis

First of all, we want to know how long we need to train for each setting of parameters, so we run under one setting for quite long time. However, out of our expectation, though
the content and adversarial loss is continuing decreasing, the PSNR stops decreasing pretty early. Then we use the trained model at different stage after PSNR stops decreasing to generate high resolution pictures. The outcome at different stage shows that they do vary in some way but have similar sharpness and similar degree of altered details. There is no leap of improvement in the quality of the output as shown in Figure 4.

Because the limit of time and computational power, we continue our experiment with the model after the training iteration at which PSNR stops decreasing in the previous experiment. We want to know how adversarial loss function adds to our training process, so we adjust the ratio of adversarial loss in the global loss from 0.0001 to 0.003, and compare it with the result given by MSE loss. After the training phase, we observe that the blurriness in MSE output disappears when adversarial loss function is added. But as the ratio increases, the details of output become richer, but some of these new details are not from the original High resolution picture.

Why this is happening? As mentioned in some other articles, this problem itself is ill-posed in some degree. If the result looks similar to the original picture but the details have changed a lot, what is its advantage considering wrong details may be more misleading than blurry ones? Can we find a better way to balance the sharpness of generated “high resolution pictures” and the new details which cannot be guaranteed to be true in theory?

The most result we see is doing the super resolution from \( x \times y \) resolution to \( 4x \times 4y \) resolution, which means that we need to generate 16 pixels to replace one pixel in original low-resolution picture, what if we try 4 first? Following this though, we change our model and do training to get the “middle resolution” version. As expected, the result is very good both by data and by eye even though we did not do the MSE pre-training because it takes too long to do for the new model.
But this does not mean that we get a better solution yet because for same size output, this model requires more information than the previous one. We have tried three ways to achieve the original goal with this model:

- use model twice
- first use the model, then use anti-aliasing (AA) to double the size of picture
- first use AA then the model

The result is shown in Figure 7.

![Figure 7: The top left image is the input. Bottom left image is the output. On the right side from the top to bottom, it is AA followed by model, model followed by AA, and model followed by model, respectively.](image)

The result is a little bit blurrier but have better PSNR and do not have the misleading detail.

In this experiment we find that in the last method, namely, applying AA followed by the model, the model actually have learned "the degree of blurriness" because for an originally blurry input, the output from the model is enlarged but still blurry. In addition, the blurriness is all over the picture rather than over some specific area.

Discussion

We observe output images generated with VGG loss function to have a better result than the output images generated with MSE loss function. VGG loss function has a better human-observable result because it does better feature extraction. Therefore, to human eyes, it produces better outcomes. MSE loss function does more work on pixel comparisons of the LR and HR images, compared to VGG. Because of the nature of MSE function, the model that aims to minimize this error tends to move towards the average value of a pixel, and thus reducing its intensity in color. As a result, the output image has a relative sense of blurriness.

One confusing problem is that although VGG yields better results as we observe it, the values of PSNR do not match the human-observed result. As shown in Figure 8, the value of PSNR from VGG loss function is lower than the value from MSE loss. Generally higher PSNR value indicates better restoration of the target image.

We believe that this is because VGG generates many "fake" output pixels. Due to its nature, VGG tends to use its imagination to produce results that it thinks can best represent the input image. However, as for MSE, it follows truly the input image’s pattern and structure and this is perhaps one of the main reasons behind this inconsistency between the PSNR value and the perception results.

![Figure 8: The top screen shot shows the value of PSNR with VGG loss function. The bottom shows MSE loss function.](image)

Limitation

Our new approach, upscaling twice, has bad performance when dealing with clustered texture. The result would have many unrealistic textures.

Some of the results contain information that is guessed and created by our algorithm merely. This may bring better perceptual result. However, this problem limits the realistic application of our algorithm. For instance, in the medical imaging super resolution, the result may reflect some diseases that never exist.

Due to the limitation of time and computational power, we can not fully train each model. However, each model is given the same time so that the comparison results are still representative in some degree.
We believe that restoration of image details would be much better if we use Super Resolution on a specific class of pictures, instead of diverse images from the RAISE dataset, because image patterns and structures would be better learned given a training set with similar details.

Future Work
We also tried to use our project to do video resolution increment. But it is only theoretically approachable for us because of the running time. Our method super resolution the input video frame by frame, but we believe there exists a cleverer approach that generate a resolution matrix as the continuous frames tend be similar.

And currently, we can only gain some unclear information about how the parameters influence the result images. But the theoretical foundations of how GANs work is still vague. Then, in the future, we want have more mathematical details about the GANs; so we can improve the parameters and results much better.

Conclusion
In this project, we learned how super resolution with GAN works. We saw the limitation of existing algorithm, and try to propose a new approach that balance the illness of problem and our requirement of resolution increase. Given limited computation power, our method gives better result in terms of pant than existing method by sacrifice a little sharpness and avoid a lot fake details that was learned from a general training set. And our second method gives sharp output picture without that many fake details on pictures that don’t have detailed textures. Furthermore, we learned a lot about images processing, including the storage and manipulation of images. And we have also learned how to use CNN as a fancy image processor.
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