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The modal viewpoints automatically found for V = 8 viewpoint domains. The modal occlu-
sion state of the landmarks is stored for each viewpoint domain (green is visible, red is oc-
cluded). Features are extracted around only visible landmarks.
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Method            Average Normalized
                  3D Errors

Tulyakov and Sebe, Baseline indexing    0.0610
Tulyakov and Sebe, 3D Transform      0.0607
Tulyakov and Sebe, Basis Transform     0.0592

Our Baseline (V = 1), Nonparametric     0.0586
Our Baseline (V = 1), Parametric      0.0588
Ours, V = 6             0.0535
Ours, V = 8             0.0524

Despite much research interest in facial landmark estimation in recent 
years, relatively little work has been done to handle the full range of 
head poses encountered in the real world (e.g., beyond 45o rotation). 
Large head pose variation is challenging for several reasons:

1. The 2D shapes of pro�le faces and frontal faces are signi�cantly 
di�erent;

2. Many landmarks become self-occluded on pro�le faces; and
3. Even when visible, landmark appearance changes signi�cantly 

with head pose.

As a result, the large majority of face alignment algorithms are limited to 
near fronto-parallel faces, and break down on pro�le faces.

A recent trend has been to model face shape nonparametrically, and directly update land-
mark coordinates. However, parametric point distribution models (PDMs) have several desir-
able qualities:

1. There are fewer parameters to optimize, which results in a smaller set of regression 
coe�cients.

2. They generalize well to unfamiliar faces.
3. All landmarks are optimized simultaneously.

In fact, we show empirically that there are no signi�cant di�erences in accuracy between 
parametric and nonparametric shape models when used in otherwise identical systems.
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Face alignment accuracy vs. number of view-
point domains. Observe that V =8 produces 
the most accurate results overall. However, V 
= 6 produces a good tradeo� between accu-
racy and e�ciency (model size and runtime). 

Viewpoint domain assignment accuracy 
vs. number of viewpoint domains. By “cor-
rect” we mean the test face is correctly as-
signed to either its true viewpoint domain 
or an overlapping domain.

BU-4DFE Dataset

The estimated visibility of each landmark is shown in green (visible) and red (occluded). 
Results in (a) are from our baseline algorithm, and results in (b) are from our algorithm with 
V = 6. Notice the improvements from (a) to (b). In (c) and (e), a selection of results with esti-
mated 3D shapes in (d) and (f ). Note that the 3D shapes were rotated to a common orien-
tation for fair comparison.

Quantitative Results
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Comparison between two baseline algo-
rithms, one with landmark coordinates 
used directly as regression targets (non-
parametric), and the other with 3DPDM 
shape parameters used as regression tar-
gets (parametric). Observe that perfor-
mance is almost identical.
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Parametric vs. Nonparametric Shape Models

Comparison of average normalized 3D landmark localization errors (average point-topoint 
error between estimated and ground truth landmarks divided by inter-ocular distance). The 
top three rows are copied from S. Tulyakov and N. Sebe. Regressing a 3D face shape from a 
single image, ICCV 2015.

In-The-Wild Faces

Although our model was trained on a laboratory dataset, BU-4DFE, it generalizes well to 
in-the-wild faces across a wide variety of poses, expressions, and other variations.

Viewpoint DomainsMotivation

Conventional Cascaded Shape Regression (CSR)
Conventional CSRs learn a sequence of                            descent maps                   that minimize 
the following:

where                is a feature descriptor that captures the local appearance in image     relative 
to shape    ,       is the ground truth set of landmarks for training example   , and      is an esti-
mate of     .  At test time, starting with a mean face shape initialization                ,       is updat-
ed over                           iterations:

3DPDM Viewpoint Domain CSR
A single sequence of                     can result in undesirable performance because the descent
maps average con�icting gradient directions, which is increasingly problematic with
more head pose variation.  Therefore, we partition the conventional CSR objective into
                          viewpoint domains and learn a separate CSR for each one.

where           is the ideal parameter update for face   , and         is the subset of training in-
stances that belong to viewpoint domain    .  At test time, the shape is updated for
                         : 

3D Face Shape Estimation In The Wild
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