
CS726 - Nonlinear Optimization I - Homework I
September 12, 2012

This assignment is due at the beginning of class on September 19.

1. LetA = [Aij] andB = [Bij] be n×n positive semidefinite matrices. Define the Hadamard Product
between A and B as A ◦B = [AijBij]. Prove that A ◦B is positive semidefinite.

2. Let p be a probability distribution on the interval [0, 1]. Let the kth moment of p be the
expected value

µk = E[xk] =
∫ 1

0

xkp(x)dx .

Prove that the matrix µ0 µ1 µ2

µ1 µ2 µ3

µ2 µ3 µ4


is positive semidefinite.

3. Let C ⊂ Rn and let ‖ · ‖ be a norm on Rn.

(a) For a ≥ 0 we define Ca as {x : dist(x,C) ≤ a}, where dist(x,C) = infz∈C ‖x− z‖.
That is, Ca is the set of all points with distance at most a from C. Show that if C is
convex, then Ca is convex.

(b) For a ≥ 0 we define C−a = {x : B(x; a) ⊂ C}, whereB(x; a) is the ball (in the norm
‖ · ‖), centered at x, with radius a. C−a consists of all points that are at least a distance
a from the complement of C, Rn \ C. Show that if C is convex, then C−a is convex.

4. Suppose f : R → R is convex and differentiable. Show that its running average F , defined
as

F (x) =
1

x

∫ x

0

f(t)dt

is convex on {x : x > 0}.
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