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Announcements

m Homework #1 is due today

- —You haveup to 3 “late days’
— Weekends only count as 1 late day

|

m Read Chapter 8in Al: A Modern Approach
[ | for Monday
- m Project proposals are due Monday, too
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= Recap of Agent Properties

m The agent must be ableto:
i

— Represent states, actions, etc.
— Incorporate new percepts
— Update internal representation of world
— Deduce possibly unobservable properties of world
— Decide on appropriate actions, etc...
m One of the core issuesin developing intelligent
agentsisthat of knowledge:
— How to represent knowledge
— How to reason using that knowledge
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= Knowledge Bases
m A knowledge baseis:
i

— The domain-specific content for an agent
— A set of representations of facts about the world
— A set of sentences in aformal language

m Building aknowledge base:
— Learning: agent discovers what it knows
— Telling: agent is given what it knows (declarative)
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= Knowledge-Based Agents
B m Main actions of knowledge-based agents:

— Tell information to the KB in the form of percept
— Ask the KB what to do in the form of action

m Aninference engineis composed of domain-
independent algorithms that are used to determine
what follows from the knowledge base

* Answers should follow from KB... the Agent
shouldn’t just make things up!




= Knowledge-Based Agents

m Views of a knowledge-based agent:

— Knowledge level:
what agent knows at high level

— Logiclevel:
level of sentence encoding

— Implementation level:
leve that runs on the architecture,
detail of data structures and algorithms

What we'll be
discussing today

General Logic

m Logicsareformal languages for representing
knowledge from which conclusions can be drawn

m Syntax specifies symbols and how they are
combined to form sentencesin the language
e.g. arithmetic: 2 x x <y isa sentence, 2x<xy is not
m Semantics specifies what world facts a sentence
refersto, and how to assign truth value to sentence
eg.2xx <y means:
« Istrueif & only if the number 2 x x is less than the number y

« Istrueinaworld wherex =11,y =33
« Isfalseinaworld wherex=3,y=4

General Logic

% Logics are characterized by what they consider to

General Logic

m Recall that the agent internally represents its
world/environment in its knowledge base

m Sentences are representations in some language
m Facts are claims about the world that are true/false

wor ld/environment

be*“ primitives’

- Logic Primitives Available K nowledge
Propositional facts (propositions) true/falselunknown
First-Order facts, objects, relations true/false/lunknown
Temporal facts, objects, relations, | true/false/lunknown

times
Probability Theory | facts degree of belief 0...1
Fuzzy degree of truth degree of belief 0...1
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= General Logic

m Sentences represent factsin the world
m Semantics connect sentences with facts

m A sentenceistrueif what it representsis actually
the case in thereal world

representation in agent

Sentences

wor ld/environment
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General Logic

m In human reasoning, we try to take known facts
and deduce new facts from them, to arrive at
logical conclusionsthat are also facts

m The agent, however, only knows sentences, which
arerepresentations of facts... so it must generate
new sentences from old ones

m We must be careful that the sentences generated
by the agent actually follow from the KB!




= General Logic

m Proper reasoning ensures that conclusionsinferred
from the KB are consistent with reality

— That is, conclusions represent facts that actually follow
from the factsin the KB

Knowledge infer Conclusion
—_—
Sentences Sentence
repr. l L
world
follows

Facts —_— Fact

General Logic

% Computers don’t know the semantics (meaning)!
m So we need a mechanica inference procedure that
derives conclusion sentences without needing to

know the meanings of sentences

entails .
Knowledge Condlusion

follows
Facts =———» Fact

= Entailment

m KB |= o
The knowledge base KB is said to entail o if and
only if aistruein all worldswhere KB istrue

- m aistrue no matter what KB'sinterpretation is:
meaning is now meaningless!

m For example:
— KB: “sky isblue,” “grassis green”

— Entails: “sky is blue and grassis green”
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Interpretations and Models

m Aninterpretation isaformally structured world
from which a sentence’ s truth can be determined
— Assign truth values to symbols in sentence

m A model for asentenceis any world under a
particular interpretation where that sentenceis true
— misamodel of sentence a if a istruein m
— M a) isthe set of all models of a
— Then KB F aif and only if M KB) are also M )

= Logical Inference

m An inference procedure can:
— Generate new sentences a entailed by KB

— Determine whether or not a given sentence a
] isentailed by KB (i.e. “prove’ a)

m KB |-i o
Sentence a can be derived from KB by
some inference procedure i
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Logical Inference

% Soundness:
Inference procedurei issound if
whenever KB | a,itisasotruethat KB ko

m An inference procedure that derives only entailed
sentencesis called sound or truth-preserving

m Inference produces only real entailments,
i.e. any sentencethat follows deductively
from true premisesisitsdf true




Logical Inference

* Completeness:
Inference procedurei iscompleteif
whenever KB [ a, itisaso true that
KB} o

m Inference should produce all entailments,
i.e. al true sentences can be derived from
the true premises

Our Goal

m Wewant to define asimplelogic that is expressive
enough to say anything of interest, but also hasa
sound and compl ete inference procedure

m Thiswill alow an agent to answer questions
whose answers follow from the KB

% The fundamental problem of designing logical
languages is the tradeoff between their
expressiveness (power) and its tractability
(efficiency) for knowledge and reasoning

Propositional Logic (PL)

m A very simple but useful logic

m Syntax of PL:
— Proposition symbols P,, P,, etc. are sentences
— If Sisasentence -~ S is a sentence
— If S, and S, are sentences, S, [0S, is a sentence
— If S, and S, are sentences, S, [0S, is a sentence
— If S, and S, are sentences, S,=S, is a sentence
— If S; and S, are sentences, S, = S, isasentence
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Propositional Logic (PL)

m Models specify truth value for each proposition:
eg. P,=true, P,=fase

m Rules for evaluating truth with respect to some model m

=S istrueiff S isfase

S,0S, istrueiff S; istrue and S, istrue

S,0S, istrueiff S; istrue or S, istrue

S$,=S, istrueiff S; isfdse or S, istrue
isfaseiff S, istrue and S, isfase

S, =S, istrueiff S,=S, istrue  and S,=S, istrue

m Operator Precedence: (highest) - 0= = (lowest)

Validity and Satisfiability

m A sentenceisvalidif it istruein all models:
P,0-P; P,=P,; (tautologies)

m A sentenceissatisfiableif it istruein some
models, or interpretations:
P,0OP,

m A sentenceisunsatisfiableif itistruein no
modedls:
P,0-P; (inconsistent/contradiction)
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Standardized Sentence Forms

m Conjunctive Normal Form (CNF, universal):
conjunction of clauses that are digunction of literals
(P,0-P,) O P,0-P,0-P,)

m Digunctive Normal Form (DNF, universal):
disiunction of clauses that are conjunction of literals
(P,OP,) O P,O-P;) I P,0-P,) O(~P;0-P,)

m Horn Norma Form (HNF, restricted):
conjunction of Horn clauses (have 1 positive literal)
(P,O-P,) O P,O0-P;0-P,), or equivalently
(P,=>P,) O ( P;OP,) =P,) asimplications




Inference Proof Methods

m Heuristic search in model space
(i.e. complete search)
— Sound but incomplete
m |nference by enumeration
(i.e. using truth tables)
— Sound and complete for propositional logic
m Application of syntactic operations
(i.e. inferencerules):
— Sound generation of new sentences from old
— Could use inference rules as operators for a search
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Inference by Enumeration

% The computer doesn’t know the
interpretation for the propositional symbols
in thereal world

Inference by Enumeration

m Given n symbols, 2" possible combinations of
truth value assignments

m Each combination can be considered an
interpretation

m Rowswhere al of sentencesin KB aretrue arethe
models of KB
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|
m So al logically distinct cases must be
checked to prove that a sentence can be
derived from aKB
| .
= Inference by Enumeration

m A sentenceisvalid if and only if it istrue under all
possibleinterpretations
— i.e. Itsentire column in atruth table is true

m Todetermineif a sentence ais entailed by KB, all
models of KB must also be models of

— i.e. All rows where KB istrue, aistrue

* |n other words: KB = aisvalid

Inference by Enumeration

m Let's write out truth tables for the following:

(PORP) = P
P | -P| PRP (P-P) = P Thisisnot valid, since
T| F T T not all interpretations
Fl T T [= of the sentence are true
(PORP) = P
P|-P|PhP| (POhP) = P Thisis valid, since all
T| F F T interpretations of the
FlT 3 T sentence are true
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Inference by Enumeration

m Though sound and complete for PL, the proofs
using this technique grow exponentialy in length
as the number of symbols increases

— There must be a better way!

m Natural deduction is an inference procedure that
uses sound inference rules to derive new sentences
from the KB, and any previously derived
sentences, until the conclusion sentenceis derived
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Using Inference Rules

m Implication-Elimination, a=p a
or Modus Ponens (MP): [

true premise sentence(s)

m Format of Inference Rules: sound conclusion sentence(s)

m Sentences are separated by commas

= Rules can be shown to be sound by
using truth table enumeration
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Using Inference Rules

Implication-Elimination, as>p, a

or Modus Ponens (MP): [
And-Elimination (AE): e
And-Introduction (Al): — e

Or-Introduction (Ol): ~a 00 00

ana

Double-Negation
Elimination (DNN):

Using Inference Rules

m Unit Resolution (UR): —eQbok
i : «0p- 40y
m Resolution (R): — g
...or, equivalently e p =y
nasy

(transitivity of implication):
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Using Inference Rules

m Theseinferencerules can be applied in sequence

to derive some sentence a from the KB, thus
showing that KB k o

m The ability of inference rulesto be used for proofs

in PL relies on the monotonicity property

— The number of entailed sentences can only increase as
information is added to the KB

— If KBEa then KBOBEFa

m Non-monatonic logics capture acommon property

of human reasoning: changing your mind!

Proofs Using Inference Rules

m A proof isasequence of sentences and the
inference rules that generated them

m Inference rules can be applied to sentencesin KB,
or sentences already derived earlier in the proof

m Thelast sentencein the proof is our goal, or the
query/theorem that we are trying to prove
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= Proofs Using Inference Rules

m We want to prove that shoul dreadchs follows

logically from these statementsin our KB:

1. isCSstudent = =isllliterate

2. isllliterate O canRead

3. canRead 0O taki ngAl = shoul dReadCh8

4. isCSstudent

5. takingAl

6. =isllliterate (Modus Ponens: 1, 4)

7. canRead (Unit Resolution: 2,6)
8. canRead O taki ngAl (And- I ntroduction: 5,7)
9. shoul dReadCh8 (Modus Ponens: 3, 8)




= Summary

m Logical agents apply inference to a knowledge
base to derive new information and make
decisions

m Base concepts:

. — Syntax: formal structure of sentences
— Semantics: truth of sentences based on interpretations
— Entailment:  necessary truth of one sentence given another

— Inference: deriving conclusions from premises (sentences)
— Soundness: deriving true conclusions from true premises
— Completeness: deriving al true conclusions from a set of

true premises
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Summary

m Propositional logic (PL) commits only to the
existence of facts having atrue/false state
m Truth-table enumeration method is a sound and
compl ete proving method for PL
— Time complexity: O(2") where n isthe # of symbols
— In practice: only a subset of KB is needed for proof
m Natural deduction through the application of
inference rulesis a sound proving method for PL

— Could design as search with inference rules
being operators

= Summary

m We haveto enumerate all possible factswith PL,
and cannot identify specific individuals, or
generalize using variables

m PL Can't directly express properties of

- individuals, objects or relations between them

— swor d( Excal i bur)
— weapon( Art hur, Excal i bur)

m Next timewe'll discussfirst-order logic (FOL), a
more expressive logic language that can remedy
some of these problems
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