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I will present recent estimates for the error of both polynomial and kernel-based approximation methods, including the error of numerical differentiation, in  terms of growth functions. Different types of the growth functions and their relation to the norming sets and norming constants will be discussed. 
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