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The reconstruction of an unknown but arbitrary function in a high-dimensional space suffers from the curse of dimension. A basic assumption in many applications is, however, that the unknown function depends only nominally on all variables but is essentially supported on a low-dimensional object. The curse of dimension can then be reduced to the dimensionality of this low-dimensional object  if it is possible to restrict all computations to it. Since the support of the unknown function is in general unknown, it has at least implicitly to be determined. 

Hence, the usual reconstruction problem to approximate the unknown function from some sampled data is enlarged. For the geometric purposes, one only needs centers without function values corresponding to them. This approach is well-established in the machine learning community.

In this presentation, we will describe, how sampling inequalities can be used to derive error estimates for reconstruction methods using the approximated Laplace-operator on the unknown low dimensional manifold as an additional regularization term. 
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