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ABSTRACT

Wireless 802.11 hotspots have grown in an uncoordinatdu fas
ion with highly variable deployment densities. Such undaor
nated deployments, coupled with the difficulty of impleniegt
coordination protocols, has often led to conflicting confidions
(e.g., in choice of transmission power and channel of ojmrat
among the corresponding Access Poaints (APs). Overall, soch
flicts cause both unpredictable network performance arainngfss
among clients of neighboring hotspots. In this paper, weiamn
the fairness problem for uncoordinated deployments. Wdystu
this problem from the channel assignment perspective. ©ur s
lution is based on the notion of channel-hopping, and meléts a
the important design considerations for control methodsrico-
ordinated deployments — distributed in nature, minimal époz
coordination among APs belonging to different hotspotspte

to implement, and interoperable with existing standardspdr-
ticular, we propose a specific algorithm calletAXchop, which
works efficiently when using only non-overlapping wirelebsn-
nels, but is particularly effective in exploiting partiglbverlapped
channels that have been proposed in recent literature. ¥de al
evaluate how our channel assignment approach complemests p
viously proposed carrier sensing techniques in providingher
performance improvements. Through extensive simulatonzal
hotspot topologies and evaluation of a full implementatbithis
technique, we demonstrate the efficacy of these techniquewmt
only fairness, but also the aggregate throughput, metrics.

We believe that this is the first work that brings into focuse th
fairness properties of channel hopping techniques and ywe tiat
the insights from this research will be applied to other doma
where a fair division of a system’s resources is an important
sideration.

Categories and Subject Descriptors

C.4 [Computer Systems Organization: Performance of Systems;
C.2.1 [Computer Communication Networks]: Network Archi-
tecture and Design-Wireless Communication
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1. INTRODUCTION

Wireless hotspots have grown rapidly as a customary aitireat
restaurants, cafes and shops. Such wireless networkspécalty
small in size (often, a single AP) and are independently olarel
managed. Such uncoordinated installations often martifesh-
selves in highly variable AP densities in many urban areas. F
these reasons, we refer to them as ‘uncoordinated’ wirdigsi®y-
ments (also referred to as ‘chaotic’ networks by Akella dt. im
[1]) to distinguish them from ‘centralized’ deploymentgpigally
found in offices and campus buildings. The uncoordinatedraat
of hotspots has led to unsatisfactory and unpredictabigorktper-
formance for its clients.

Uniqueness of uncoordinated deploymentsin this paper we
primarily focus on the fairness problem in uncoordinateplole
ment scenarios. While association control approache#$ @si§2,

3, 4]) are particularly attractive to achieve fairness gaal cen-
tralized deployments, they are not feasible in uncoorduhate-
ployment for the following reason. Clients of a given AP (fro
one hotspot, say a coffee-shop) may not be authorized toeconn
to another AP (of a neighboring hotspot, say a nearby rest#ur
In particular, the model of uncoordinated deployment pastsv
other constraints on the nature of the problem as well asdhe s
tions that are practical. They are:

- (a) Itis not possible to improve client performance in #nsi-
ronment through careful AP placement or site surveys, aroagh
which is quite commonly employed for WLAN deployments in of-
fices.

- (b) The proposed solution should be simple, i.e., requirg-m
mal to zero coordination between APs or their clients. Thikd-
cause the APs and their clients are effectively in differaahage-
ment domains and may have no explicit way of interacting with
another.

- () We posit that the desired notion of fairness in uncoeordi
nated deployments is fairness aggregated at the AP leveélnain
at the level of individual clients. Essentially if two APs &hd 2)
are in close proximity of each other, then we call the perfomoe
perfectly fair if the aggregated throughput of all clienfsA® 1 is
identical to the aggregated throughput of all clients of APVZe
make this hypothesis due to the following two reasons, oiile-ph
sophical and the other practical: (i) 802.11 hotspots dpénaunli-
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Figure 1: Complementary Methods of improving 802.11 per-
formance. The focus of this paper is on uncoordinated deploy
ments.

censed bands and hence, in absence of explicit market nmsoisgn
no hotspot should have greater priority on the the total héaltth
over another, irrespective of the number of clients, afdPfiovid-
ing proportional fairness in these environment is cerygussible
if APs (and their clients) estimate relative client set siaénearby
APs. However, these mechanisms will require additionatdieo
nation between APs/clients across different managementifs,
which is not too practical. A specific danger of empoweringsAP
with specific control knobs over its fair share is that it mglf es-
calate selfish behavior in the environment, requiring moragex
game-theoretic formulations and solutions. In the reshefdaper,
we therefore, focus on the AP-level fairness problem, avaeit to
uncoordinated deployments.

There are multiple complementary ways of addressing perfor
mance issues in 802.11 networks, as summarized in Figuriest. F
is power control. Proper management of transmit power resliure
terference and improves network performance on the whdtell&
et. al. [1] propose a dynamic power management technique to
reduce interference in chaotic deployments, while Eo@ossys-
tem [5] uses careful carrier sense mechanisms at the redeive
eliminate unnecessary interference. A second, is to parfrare-
ful assignment of wireless channels to mitigate interfeesmamong
neighboring APs, e.g., LCCS (described later in this papethird
approach is to use association control, which balancestdibad
across a set of APs [2, 3, 4]. However, as pointed out, thisosgh
is not applicable in the context of uncoordinated deploytserf
APs.

Given prior work along the power control (and carrier segysin
dimension of performance optimization in uncoordinateglolg
ments, it is natural to next examine the complementary daioen
of channel assignment both in isolation, and in tandem, kvkdic
the focus of our paper. While fairness is our primary metrithis
work, we also examine the (positive) impact of our proposedim
anisms on the aggregate throughput metric as well.

The following are some of the key components of this work:
Channel Hopping. In this paper, we explore the idea of chan-
nel hopping for improving fairness. APs spend a fixed amofint o
time on a single channel, calledskot and switch to a subsequent
channel as given by iteopping sequenceAll clients associated
to an AP switch channels along with it. The specific channelho
ping algorithm proposed in this paper, callsthXchop, is easy
to implement through trivial extensions to existing cli&® syn-
chronization mechanisms that are already available in @218
standard.

Due to lack of a sufficient number of channels in the crowded un
licensed spectrum, even an optimally computed Max-Miricstes-
signment of channels will end up being favorable to some Afles o
the others. This causes unfairness in throughput amongetimyp
APs. Our application of the channel hopping technique altve

network as a whole to timeshare between different statiarotla
assignments. As a result, the long-term throughput obdaéean

AP becomes an average of the throughputs achieved durimg ind
vidual channel assignments used by the network as a whole. In
this manner, no single AP suffers for long due to an unfaverab
channel assignment. Intuitively, this improves fairnesthrough-
put among interfering APs. It is this unique property of afen
hopping that we bring into focus in this paper and show theaiit
provide significant improvement in fairness over existiiguanel
assignment mechanisms for uncoordinated deploymentstitfg s
this in Section 3.

We note that in [6], Bahl et. al. propose a protocol called BSC
that uses channel hopping for capacity improvement in a-wire
less ad-hoc network where nodes have a single interfacéheln t
work, channel hopping allowed nodes operating on diffechian-
nels to synchronize due to overlap in their hopping sequeaod
yet utilize multiple non-overlapping channels for imprdveet-
work throughput. In contrast, our work in the context of unco
ordinated deployments of 802.11 WLANS, is the first that expl
itly exposeshe fairness propertiesf channel hopping techniques
as opposed to thperformance propertiesf channel hopping ex-
ploited in [6]. The fact that channel hopping can improverfass
in a fully distributed manner over some good centralizetnégues
is the central idea explored in this paper, that we hope wikin-
ployed by future research in other wireless domains.

Switching Overhead. Channel hopping requires APs and asso-
ciated clients to switch channels at the end of a slot which ha
an overhead associated with it. Common wireless hardwées ta
about 6 — 20 ms to switch to a different channel based on our
measurements. This latency goes into initializing theaadd syn-
chronizing with the new channel at the physical layer. We rdize
this cost by reducing the frequency of channel hopping, ibat
by increasing the duration of a single slot. For example, &y u
ing a slot period of one second or more, this amortizes theraia
switch overhead over a large number of packets, such as a thou
sand data packets over one second assuming 11 Mbps dasadate
1024 bytes per packet. We also note that emerging wireleds ca
such as Intel's Pro-Wireless [7], report a channel swit¢brlay

of under 10Qus which greatly reduces the overhead of implement-
ing channel hopping. Through an implementation over cororaker
hardware, we show that the practical overheads of chanpgiing
are minimal and far outweigh its gains.

Impact on TCP. Channel switching can have a negative impact on
TCP performance. This is because occasional packet lodsés w
switching channels, can affect TCP’s congestion windowetng
reducing throughput momentarily. We address this issuelas f
lows: (i) Channel switching is triggered by an AP during tietely

low periods of activity to minimize packet losses, and (iijao-
nel switching is performed at a low frequency thereby recgithe
overall impact of channel hopping on TCP. A slot period of one
second ensures that such losses are infrequent. Througivalur
uation in Sections 6.3 and 7, we show that these techniques ha
negligible adverse effects on TCP performance.

Partially Overlapped Channels. The popular 2.4 GHz band pro-
vides for only three non-overlapping channels which areffirs
cient for dense wireless hotspots. Recent work [8] has shbain
by careful measurement and modelimgerference among the 11
“partially-overlapped” channels along witlareful channel assign-
ment and coordinatiorbetween interfering APs it is possible to
achieve significant improvement in performance. Such anogh
would normally be difficult in uncoordinated deploymentsturns
out that the specific nature of the proposed channel hopging a
proach is a very effective way to leverage partially oveplag



channels in uncoordinated deployments with zero coordinaivhich
otherwise would require significant coordination and plagn
Client-driven Assignment. Prior work [4] has shown that client
participation in estimating interference is crucial in fimgl APs
that are ‘hidden’ and yet interfere at clients positionethuarably.
While not a focus, In our paper we also explore a variar18ix-
chop that uses client-based estimates of interference fromhneig
boring APs when building hopping sequences. We showNiAeX-
chop can take advantage of client-feedback in estimating hidden
APs in uncoordinated wireless hotspots. This provides avgr
ment in both throughput and fairness. We study these extensi
Section 6.3.

Key Contributions

take full advantage of the total wireless bandwidth offebgdhe
multiple channels.

Channel Assignment Approaches.Most APs are initialized for
their channel of operation through manual input. This ifficient

as it is based on human judgment of which channel is the best.
Apart from this, some AP vendors implement a simple distabu
method commonly called the least congested channel sdaCE@R)
algorithm [9]. In LCCS, upon initialization, the AP scangdase-
lects the channel that offers the least amount of congegtorex-
ample, the channel on which there was least amount of tradfic b
longing to other APs and clients. Since in LCCS, APs perform a
scan without involving client feedback, it is possible thabv APs
might not detect each other and utilize the same channel. ras a
sult, it is possible for clients to be positioned unfavoyadb as to

e We show that our proposed idea of channel hopping has good suffer considerable interference as a hidden terminalurgig(a)

fairness properties and is thus well-suited for uncooréitha

shows this problem. It is possible to mitigate such intenree

wireless environments. Based on these insights, we designthrough client feedback, as shown by the (centralized) Gighs

a channel hopping algorithm call&diAXchop that hops be-
tween good static channel assignments and also utilizes par
tially overlapped channels. The algorithm operates inlg ful
distributed fashion and we show it converges provably and
rapidly.

We evaluate ouMAXchop algorithm alongside existing cen-
tralized and distributed channel assignment techniquéshwh
apply to centralized deployments. We perform these compar-
isons through packet level simulations over real hotsptt ne
work topologies for multiple different cities obtained ifino
the Wigle hotspot database. Through such simulations, we
observe thaMAXchop improves client fairness in through-
put as measured by the Jain’s fairness index by 35 - 60 %
depending on the density of the hotspots. We also study how
MAXchop can be deployed in an incremental fashion and
quantify the benefits obtained by hotspot providers with in-
crease in the deployment population.

We implement thiMAXchop algorithm over an 802.11 testbed
built from off-the-shelf WLAN chipsets, which have been
commonly used in commercial APs and clients [1]. Through
carefully constructed testbed topologies that closely imim
dense hotspots, we quantify the benefits and tradeoffs of im-
plementing channel hopping algorithms and contrast them
with the existing methods.

Roadmap: The rest of this paper is organized as follows. We
first discuss the notion of non-overlapping and partiallgrtapped
channels in 802.11 and the existing channel assignmentitpeks
for WLANS in the next section. In Section 3, we present the ba-
sic concepts of channel hopping and study its fairness piepe
Next, in Section 4, we discuss th@AXchop algorithm and show
its convergence. We present our evaluatiorM#Xchop in Sec-
tion 6.3 through simulations and a testbed based implerienta
Section 7. We discuss related work in Section 8. We conclode i
Section 9.

2. BACKGROUND

Wireless hotspots are typically implemented using 802.Pk.A
Each AP typically operates onsngle, administrator-configured
wireless channel. Each cliemissociatesvith a single AP and
subsequently interacts with this AP alone, on the AP’s condéid
channel.

As a basic design rule, APs within radio frequency (RF) rasfge
each other are set to different ‘non-overlapping’ channBioper
assignment of channels to APs is important so that the nktear

algorithm [4] shows that client feedback in finding intenfer APs
can mitigate this problem. In Section 6.3, we explore a vénid
our channel-hopping technique that is uses such clienbfesdto
detect and mitigate effects of such ‘hidden APs’.
Using Partially Overlapped Channels.IEEE has divided the 2.4
GHz band into 11 channels. Successive channels are spaceld 5 M
apart while each channel occupies about 44 MHz of bandwidth o
either side of the center frequency. This implies that méshe
channels overlap in the frequency domain, leaving only ohkmni,
6 and 11 as non-overlapping. Recent work in [8] has shown that
through careful assignment of channels among interferiRrg, At
is possible to take advantage of the 11 partially overlappeth-
nels available in the 2.4 GHz band for further throughpubgaver
the three non-overlapping ones. Here, we summarize theeptsc
presented in [8] that enable us to extend our channel hogbguy
rithm to take advantage of partially overlapped channels.
Overlap among channels is captured by the notiomntdrfer-
ence Factoror I-factor for short. Denoted by(z, j) this indicates
the extent of overlap in signal power among the chanhelsd ;.
Conceptually, ifP; is the received signal power of a transmission
on channel, then the same receiver would obtain a signal power
of P; = I(i,7)P; on channe)j for the same transmission. I-factor
can be computed in a theoretical fashion using expressmma f
transmitted signal’s power spectral density, or the spodaalsig-
nal’s power across the frequency domain. It can also be atiin
using signal strength measurements as performed in [8].
Obtaining benefit from partially overlapped channels rezgii
explicit interaction and coordination among interferin@A[8].
This is necessary so that partially overlapped channelassigned
carefully to yield throughput gains. In this paper, we shbatt
channel hopping can take full advantage of partially oygréal
channels in a distributed manner without the need for anydioa-
tion between interfering APs. We study these propertiesirtidn
4,

3. BASIC CONCEPTS

Uncoordinated wireless deployments exhibit certain irtgogr
characteristics that affect how we design channel assighale
gorithms for them. First, they have high and variable désit
Prior evaluations by [1] based on AP data froMifimaps.conand
Intel’'s Place Lab have shown that uncoordinated environsnex:
hibit high AP densities especially in urban areas. Alsodliehigh
variation in the densities. Urban deployments have higlelyse
‘pockets’ of APs sporadically placed. We study these pribdper
further in Section 6.3. Second, they are uncoordinateds Tt
plies that channel assignment methods should be distdbiTtieis
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Figure 2: (a) Hidden AP problem in LCCS — Clients of the two
APs interfere, but the APs, themselves, cannot detect suchun
tual interference; (b) an example topology and (c) its hoppig

sequence.

precludes possibilities such as roaming of clients to dbffe APs
[2] and balancing of client load among APs [3]. Finally, ®rbese
algorithms execute at the firmware level on APs they need to be
simple and efficient.

We first present the unfairness inherent in static chanrsgjjias

backoffs and the RTS-CTS handshakes. However, this hagtens
the cost of significant reduction in throughput. For simipfiove
assume that 802.11 provides fair sharing of a channel’svitial
[11]. Based on this, APs 2 and 3 each g¢2 of the normalized
channel’s bandwidth, while APs 1 and 4 get unit bandwidthusTh
the first solution of Figure 2(b) performs an unfair assigntrte
APs 2 and 3 when compared to APs 1 and 4. However, in the
second assignment shown in Figure 2(b) APs 3 and 4 getvhile
APs 1 and 2 get unit band with. From this example, it is apgaren
that static channel assignments tend to be biased towareitadnc
set of APs over the others.

This unfairness in optimal static assignments happensvaimin
the interference graph is ngtcolorable, wheré: is the number of
available channels. This follows from the fact that whendteph
is k-colorable, optimal static assignment finds such eoloring
and each AP gets unit bandwidth, which is optimally fair. \Whe
such a graph is ndt-colorable, optimal static assignments attempt
to minimize the number of edges that use the same color/ehann

ments when applied to such deployments. Next, we discuss the The very fact that some edges useshene channdbr a long dura-

core concepts of channel hopping and show how it improves fai
ness among APs. We draw some important insights which foem th
basis for ouMAXchop algorithm presented in the next section.

3.1 Drawbacks of Static Techniques

We use the term static assignments to refer to techniqueagha
sign a fixed channel to an AP for a relatively long durationimiet
(such as hours or days). Such techniques typically modeingia
assignment as a graph coloring [10] problem and build tisteid
or centralized algorithms for it. Traditionally, througitpmaxi-
mization and client-fairness has been the primary goal fimhs
schemes rather than per AP-fairness. Here, we study whyg stat
channel assignment can cause unfairness in uncoordinatedre
ments.

Consider the example shown in Figure 2(b). There are four APs
which interfere with each other and we have three channeds to
locate in the 2.4 GHz band. Figure 2(b) models this as a stdnda
graph coloring problem where the vertices are the set of Alds a
edges represent interference. We call this the interferemaph,
defined next:

Definition: An undirected grapliz = (V, E)) denotes an interfer-
ence graph whel is the set of APs under consideration and an
edge(u,v) € E indicates that APs andwv interfere with each
other. Two APs interfere with each other if either the AP®iint
fere directly or clients associated to these APs interfatk aach
other. Client participation in capturing interference eddes the
hidden AP problem discussed earlier in Section 2. Basedisn th
graph model, static channel assignment becomes a coloriiyg p
lem. Next, we define thg-colorable property for a graph:
k-coloring property: Given a graphz = (V, E) and a coloring

x : V — {1...k} wherek is the number of colors useg,is said

to have the k-coloring property iff for each edge= (u,v) € E,
x(u) # x(v). For the example of Figure 2(b), the interference
graph is a four-clique as shown. Given that this graph is Im&te-
colorable, a good channel assignment using three coloriiveu
tempt to minimize the number of APs that interfere. That ts, i
would minimize the number of edges= (u,v) € E such that
x(u) = x(v). For Figure 2, there are multiple such assignments
possible and two such solutions are shown. The channel msmbe
are indicated above the APs and in square brackets for tharids
the second solution, respectively.

In the first assignment of Figure 2(b), APs 2 and 3 operate on
the same channel. The 802.11 distributed coordinationtifomc
(DCF) will allow them to share the same channel using MAClleve

tion of time shows that the corresponding APs suffer unfaithen
compared to other APs that do not have such edges (or havea low
number of such edges).

Practically, it is hard to find an optimal static coloring.nfling
such ak coloring is NP-hard for general graphs and it is even NP-
hard to find a constant approximation [12]. Thus, even if plyia
k-colorable, a good static assignment algorithm will prdipadot
find such a coloring. So, much like before, there will be edbas
violate the coloring property and the corresponding AP&swifer
degraded throughput when compared to others because @ighar
the same channel. Thus, even if a graplkdisolorable, as long
as the static channel assignment algorithm does not find ai&ch
coloring, there could still be unfairness in the static gssients.

Based on these observations, we ask the following question :
How severe will this unfairness be, or in other words, wikhgti-
cal interference graphsot be k-colorable? Considering the dense
and uncoordinated nature of hotspot deployments, we expatt
the interference graphs representing them will nokhmlorable,
for practical values ok (three for 802.11b). Intuitively, this is be-
cause the high density in such environments makes thesagrap
very dense in nature. This increases the number of col@nsfeis
needed for satisfying thie-colorable property. Thus, static channel
assignments for most uncoordinated environments will terioe
unfair to some APs over others. Next, we discuss how champel h
ping can improve the fairness among APs over such staticghan
assignments.

3.2 Channel Hopping

We have seen how static assignment can cause unfairness. In o
method of channel assignment, APs use a sequence of channels
and transition between them over time. We build channel imgpp
sequences for APs such that at any time instant, the netwsrk a
a whole uses a ‘good’ static assignment, like the first assegr
shown in Figure 2(b). But, in order to not cause any one AP fo su
fer for long, the network switches to a different global gasnent,
such as the second assignment shown in Figure 2(b). In this ma
ner, over a long period of time, the throughputs of interfgrAPs
get averaged out to equal values. Below, we discuss thigiortu
in greater detail.

Basic channel hopping is performed as follows: Time is didid
into slots. Letts denote the duration of a time slot. APs use static
channels for the entire duration of a slot. At a slot boundaBs
switch channels to their respective assignments for a gubese
slot. This requires all APs to have a synchronized notioriroét



AP # Slot Number Avg
1 2 3 4 5 6

1 1 1 12 12 1 1/2]0.75

2 1 12 12 1 1/2 1)0.75

3 172 12 1 1 1 1/2] 0.75

4 172 1 1 12 1/2 1)0.75

Table 1: Aggregate and per-slot throughput for Figure 2(b).

and equal slot sizes. We assume that this is the case for éase o

exposition. Later in Section 5, we relax these constraintste
MAXchop algorithm. The sequence of channels that an AP uses
across successive slots defineschiannel hopping sequenc&he

periodicityof a hopping sequence is the number of slots after which H

the sequence repeats itself.

Algorithm 1 MAXchop

Notations Used:

V' = set of access points

x € V = current AP executingylAXchop
N(z) = set of APs interfering with:

N = periodicity of hopping sequences

A = represents hopping sequences

k = number of channels/colors

p(a,b) equals one iti = b, zero otherwise
n(7) = Number of interfering APs if the current AR were to use
channelj

s = Duration of a slot, eg:- one second

Initialize(x):
1: Set\;(z) = random(1...k),fori =1... N,

op(x):

Consider the example of Figure 2(b). Suppose, we assign hop- 1: fori=1... Nsdo

ping sequences as shown in Figure 2(c) which utilize threa-ch
nels:

Here, the periodicity of the sequences is six, i.e., the happ
pattern repeats after six slots.

Notation: Let A denote the hopping sequences. In particular,
let A(u) denote the hopping sequence used by:ARn the above
example A\(AP1) = {1,2,2,3,2,2}. Let\; denote the channel
assignment for all APs in slat (¢ = 1...Ns), whereN; is the
periodicity of the hopping sequence. Also, kt(u) denote the
channel used by AR in sloti. For example); (AP1) = 1.

The hopping sequence shown in Figure 2(c) has been engiheere
such that in any fixed slat the channel assignment used by the net-
work as a whole, namely;, attempts to minimize interference in
that sloti. In fact, this sequence utilizes one of the optimal channel
assignments in each slot. Over the six slots, the network bep
tween all six possible optimal assignments for the topolofigfyig-
ure 2(b). Thus, channel hopping methods allow this flextipibif
utilizing multiple different global channel assignmentsidferent
time slots. This important property improves the per-APfass in
throughput.

Table 1 shows the normalized throughput obtained by thepsetu
of Figure 2(b) using the hopping sequence shown in Figurg 2(c
It is evident that in each slot, there is one edge that visldte
k-coloring property and the corresponding APs suffer as altres
For example, in slot 1 APs 3 and 4 def2 the throughput while in
slot 3 APs 1 and 2 gett/2. Over six slots, each edge would have
suffered interference once and each AP twice. At the endef th
hopping period, each AP gets equal throughpus /af.

The above example illustrates how channel hopping can iepro
fairness in uncoordinated and dense environments. Thigtior
extends to a general graph, as hopping between different’go
channel assignments improves the fairness in the systeneach
individual assignment.

Security Properties. Although not the focus of this paper, channel
hopping techniques have interesting security properigsnaking
the hopping sequences pseudo-random in nature, it beccangés h
for an eavesdropper to predict which channel would be useahby

2. forj=1...kdo

3: 77(]) = ZuEN(‘L) P(], i (U))

4: end for

5 Mmin = M{]\in(j) /* Minimum interference value*/

J=1...

6: LetC = {c: n(c) = nmin} I* Set of all colors that yield
Nmin */

7. Xi(z) = ComputeMinMaz(C, 1)

8: end for

Taking into account the 5 GHz band and the partially overapp
channels available there, this brings the total number afnhls to
about 56 making it practical. This makes an interestingctiiva
for future work.

4. THE MAXchop ALGORITHM

In this section, we describe oltAXchop algorithm based on
the concepts of channel hopping presented in the previotis se
tion. This distributed algorithm utilizes information froneigh-
boring (or interfering) APs to compute a ‘good’ hopping sege.
The algorithm does not require any explicit communicatiomag
neighboring APs. Also, we show that the collective set ofging
sequences for such an uncoordinated deployment of APsigas/e
provably inO(§) rounds wherd is the AP’s degree in the interfer-
ence graph — an undirected graph over the set of APs with edges
denoting interference (Section 3). Later in Sections 68 Amwe
evaluate the performance of this algorithm through extensim-
ulations and a testbed based implementation.

At a high level, the algorithm works in a distributed fashias
follows. Each AP first obtains the hopping sequences of dtier-
fering APs. It then computes its hopping sequence that niagsn
its throughput. This done for each slot much like the wayictat
channel assignments are computed. That is, for each stoARh
chooses the channel that minimizes the number of edges wigich
late thek-coloring property (discussed in Section 3) and thus max-
imizes its throughput. It is possible that multiple chasnelight

AP next. The clients and APs can use a common pseudo-randomyield the same throughput. Now the AP can either (i) seletiae

generator which can be initialized based on secret keyss ddm
improve resistance to denial-of-service attacks as tlaelkst will
have to spend considerable time in scanning each channabita fi
specific AP. By the time the attacker determines the nextraélan
the AP would have switched to a subsequent channel. This tech
nigue requires a good number of channels, for example, tiore
overlapping channels in the 2.4 GHz band might be insufficien

nel uniformly at random from all such channels, or (ii) itessgb

the one that distributes interference as evenly as posaihteng
its neighbors. We show that with either approaches the ighgor
converges to the same assignmen®ifd) rounds. However, with
approach (ii) the convergence rate is faster. Because oédja-

itations, we describe approach (i) here. A reference algorifor

approach (ii) is presented in the Appendix.



TheMAXchop algorithm is shown as Algorithm 1. Assume that
time at an AP is divided into slots of durationseconds. We define
hopping periodas the time after which a hopping sequence repeats
itself. Say, if this happens afte¥, slots, the hopping period is
equal toN,ts. In other words, the hopping sequence used by an
AP specifies the channel in use for each consecutive slotrafidn
ts. This happens for a total d¥; slots, after which the sequence
repeats. The algorithm consists of three routines whichiseuds
below.

Initialize: The Initialize routine is executed at an APduring
bootup, or periodically after a long amount of time, such asao
weekly basis. This is done in order to re-initialize the estaain-
tained by theMAXchop algorithm after a long period of time. This
routine initializes the channel assignment with a pseuadmom
hopping sequence.

Hop: The second routine, Hop, is executed at the end of a hop-
ping period, that is, afteN,ts time duration, wheréV; is the hop
periodicity andt, is time duration of a single slot. This routine
computes a ‘new hopping sequence’ to be used for the subseque
hopping period based on information about the hopping sespse
of interfering APs. Implementation issues such as obtgihiop-
ping sequence information from neighboring APs is discdisee
Section 5.

ComputeMinMax: The third routine, ComputeMinMax, computes
the color/channel that divides the interference equallgragrinter-
fering APs, out of a set of colors that provide the best thhgug
for the given APz. For ease of exposition in this section, we as-
sume that this routine returns any such color uniformly aticen.

A reference algorithm for dividing the interference in a mi@ax
fashion is presented in the Appendix.

The Hop routine gets executed at the end of each hoppingdberio
and is the central procedure BfAXchop. We explain this in fur-
ther detail. Lets assume that the Hop function executes ohPan
x € V. In Steps 2-4, the Hop function computes the quantity),
which measures the number of interfering APs if the currdPtzA
were to use channgl An AP would attempt to select a channel that
offers the minimum interference, that is, with the minimuaiue
of n(j) over all channelg. Before we compute(j), lets define
the following functions: The function\; (u) denotes the hopping
sequence for AR:.. Specifically, fori € 1... N, A\;(u) gives the
channel assigned to A®in sloti. Let N(x) denote the set of APs
that interfere with APz (and are thus its neighbors in the interfer-
ence graph). Based on thesg;) for AP x can be calculated as
the number of APs iV (z) which are on the same channel as AP
z, that is, channej. Thus, the quantity)(y) for an APx is equal
to the number of APa € N(z) such that\; (u) = j, whereN (z)
is the set of APs interfering with, and: is the current slot under
consideration. This is computed in Step 3 of the algorithm.

Step 5 computes the minimum value&s ..., over all col-
ors/channels . . . k for that slot for APz. This quantity represents
the minimum amount of interference that ARwill suffer regard-
less of which channel is selected during slotStep 6 computes
the setC of all colors that yield the minimum value of..:,. If
|C| > 1, implies that the AR: has a choice of more than one chan-
nel that would yield the same amount of interference. Asudised
before, at this point, the AP can either choose a color ramdont
of setC or it could do it in @ manner that divides the interference
equally among neighboring APs. We discuss the second piitysib
in detail next.

Step 7 calls the function ComputeMinMax that returns a color
from C' such that it distributes the interference equally among all
neighbors ofr (see Appendix). This ‘distribution’ of interference
among neighbors is done in a min-max fashion. Define the atnoun

of interference between two APs over a hopping period ak-its
valug computed ad.(u,v) = >,y p(Ai(u), Ai(v)). Here,
u,v € V are two APs that interfere ands as defined in Algorithm

1. Out of all colors inC' that yield the same amount of aggregate in-
terference, ComputeMinMax selects the color that bestidiges

the L-values among the edges in a Min-Max fashion. This algo-
rithm is provided in the Appendix. For simplicity, we can ase
that ComputeMinMax returns a color/channel from C uniforia
random.

As a note, the problem of finding the optimal hopping sequence
that is min-max fair is NP-hard for general graphs. Thisdet
from the observation that a method of finding a fair solutionld
be used to solve the decision version of the general grahingl
problem. The algorithm presented here is a practical tecienof
providing better fairness compared to static channel aesigts.
The contribution of this paper lies in the novel usage of cledn
hopping techniques to improve fairness over static chaassn-
ments as opposed to finding provably good channel assigraient
gorithms. It is possible to combine our channel hopping imeéth
with more sophisticated and provably good channel assighaie
gorithms to yield better results. This is a promising dii@ctvhich
is nevertheless outside the scope of this paper.

4.1 Convergence

Each AP executes thdAXchop algorithm periodically at the
end of every hopping period. Even with this periodic exemutive
say thatMAXchop has converged if the APs uses the same hop-
ping sequence in successive hopping periods. This assumaes t
the network dynamics such as client associations, ambi@sen
levels stay constant over this period. Convergence priegedf
distributed algorithms show a definitive direction towawdsich
the network is evolving itself and thus assume significarpdm
tance. We argue convergence fdAXchop based on the follow-
ing invariant: Letl z denote the L-values of all edges arranged in
non-decreasing order.

Invariant: Consider an AR: that is about to execute the Hop
function in theMAXchop Algorithm. LetprELE denote the value
of L before execution of the Hop function. LebstL,, de-
note the value of.z after execution of Hop at the AR. Then,
preLy >iex postL . This inequality follows from observing that
Hop alters the value of z in the following manner: by consider-
ing only those colors that yield minimum interferencergf;,, in
Step 6, Hop minimizes the sum of all L-values. That is, Steps 2
computejj\g% > vuen(a) P(Ai(u), k). A more detailed proof of

convergence is sketched in the Appendix.

4.2 Utilizing Partially Overlapped Channels

In this section, we discuss how channel hopping can takemadva
tage of partially overlapped channels without requiringliextly
interaction among interfering APs. The interested realeferred
to Section 2 for a discussion on the notion of I-factor and Ipauy
tially overlapped channels can provide throughput gairgeimeral.

The MAXchop algorithm requires minor modifications to incor-
porate partially overlapped channels. Recall that SteptBdrHop
routine of Algorithm 1 calculates thefunction for the current AP
z as followsn(j) = >°,c () P(J; Ai(w)). For sloti assuming
AP z were to use channel, this function determines the number
of APsu € N(z) that would interfere with ARc. With non-
overlapping channels, this is calculated by ghéunction which
states that they interfere iff both APs use the same channel.

We modify thep function to capture interference from a partially
overlapped channel as follows. Specifically, defirfe, i, z, j) to



indicate if AP« on channel interferes with APz on channel;.
p(u,i,x,7) could return a binary value indicating that either the
two APs ‘interfere’ or they don't. Orp(u, 4, x, ) could return an
accurate estimate of interference as the amount of signabise
received by one AP from another AP on a partially overlapped
channel. Below, we discuss how either of these functionsbean

computed. Note that thdAXchop algorithm can incorporate both

c
models of interference. @g @ @@ é

If P;(u) denotes the received power of a transmission from AP
u received at AP assuming both are on the same channel, then @
P, (u)I(i,7) denotes the received power for the same transmission

if the transmitter was on channelnd the receiver was on chan-

nel j. Based on this, we construct thegunction by requiring that

this received power should be above a certain thresholduseca  Figure 3: AP Interference graph of the 27 AP sample topology.
interference. Clearly, this is a binary interference mauel thep

function returns a binary value. The binaryunction can be read-

ily replaced with a more realistic interference model susttree
following p(u, i, x, j) = Pz (u)I(i,7). This model gives the exact
amount of signal from AR: that would interfere at AR:. With
these modifications, the semantics of Step 5 which pstidl stays
the same and all other properties of the algorithm contiouetd.
In the next Section, we discuss some of the practical coratides
in implementingMAXchop.

Although newer chipsets such as the Intel's ProWirelesgigeo
low channel switch latencies, for most others the latendyigh
enough to trigger packet delays and potential losses. Itidhsc
6.3 and 7, we study the impact of these on TCP through testbed
experiments and simulations. We provision our channel imgpp
algorithm to perform the following: First, trigger chanr@bitch
is triggered during low periods of activity. This minimizesch
losses. Second, the slot duration is chosen to be suffigitartie

5. PRACTICAL CONSIDERATIONS enough (such as one second or more) such that the overhead of
In this section, we discuss the practical issues with impieting switching channels gets amortized over an entire slot.|liyjren-
MAXchop in an uncoordinated wireless environment over off-the- sidering the other significant gains obtained by channepimap
shelf commodity hardware. this overhead becomes relatively small.
5.1 Implementing Channel Switching 5.2 Estimating the APs that interfere
Implementing channel switching brings up two importantiess The MAXchop algorithm requires information on the hopping
which we discuss below. sequences of interfering APs. This can be implemented in two

1.

. Channel Switch Overheadecond, we measured the chan-

ways, namely, client-driven and AP-driven. Prior work byshkiia
Client-AP Coordination:First, an AP has to inform all its  et. al. [4] has shown that client-driven estimation of ifeeng APs
associated clients to move to a different channel. This can is crucial to find what are called hidden APs. We have disalisse
be implemented as a special beacon message. Implementthis briefly in Section 2. OuMAXchop algorithm takes as input
ing it as a part of the beacon message provides the following the set of APs that interfere and their hopping sequencesis,Th
properties. The beacon is sent periodically and at the lbwes both approaches can be implemented with k&Xchop algo-
bit-rate supported by the AP. This maximizes the probabilit  rithm. In the client-driven approach APs request assatialients
that all associated clients receive the beacon. Also, tslien to perform a scan of all channels and report interfering Advsl (
in power-save mode wake up to receive beacon messagestheir hopping sequences). Also, APs themselves performaratsc
In this manner, such clients will also be aware of channel find interfering APs. Constructs to implement client-drivecan-
changes. Such constructs are already in place in the upcom-ning have been included in the IEEE 802.11k draft. In the AP-
ing IEEE 802.11k draft standard on Radio Resource Manage- driven approach, only APs perform this scan and collect sesogy
ment. Also, much like the way channel information is avail- information. These scan operations are performed withivelg
able in a beacon message today, the exact hopping sequencéow periodicity (such as once per 30 minutes) since AP parsiti
computed by an AP can be included as well. This allows the and topologies do not change frequently. In our evaluatien p
neighboring interfering APs to obtain each other’s hopping sented in Section 6.3, we contrast both methods.
sequence for executinglAXchop. In our implementation . .
discussed in Section 7, we use dedicated broadcast message9-3 Asynchrony in Hopping
to trigger channel changes. Different APs can have different periodicity in their hopgise-
quences. Also their time slots need not be aligned. This veso
) the need for any explicit synchronization between APs asd al-
nel switch latency for some of the popular 802.11 vendors. |, s them to switch channel opportunistically (during loeripds
We instrumented open source drivers in GNU/LInux for the ¢ 5 tivity). TheMAXchop algorithm takes care of this as follows.
follownng cards, and measured the channel switch latencies 1,4 hopping patterns of an interfering AP can be transfortoed
in the drivers: best match the current APs hop cycle such that interferemcec

Vendor Chipset Type Driver  Latency

lations can be performed (Step 3 of Algorithm 1). In our egalu
tion through simulations and a testbed based implementaAiBs

ZoomAir Prism 2.5 802.11b hostap 20 m
Cisco Aironet 802.11b airas 10 ms
Netgear  Atheros 802.11 a/b/g madwifi 6 ms

Intel Intel 802.11 bl/g ipw 20@s

[2)

have an asynchronous notion of time, and thus their slottepdae

not synchronized. We find that over a long period of tirX-
chop with asynchronous slots performs the same as with synchro-
nization.




1rF in's Fai =

. Jain's Fairness Index = 0.64 APs 15 27 2 1 7

s Jain’s Faimess Index = 0.96 CCsize] 4 8 2 7 4 2

5 T 3 T | -

2 Oan, Topq ogy maps
E 1km éD | ;

T T T T T T T T
LCCS mmmmm

MAXchop s 4

Jain's Fairness Index = 0.45

LCCS mmmmm
MAXchop =

Jain’s Fairness Index = 0.82

Throughput (TCP)

Figure 4: Throughput vectors for the 27 AP sample topology.

AP Index

0.4
0.2

Jain’s Fairness

ro

o
3

0.6

UDP SIMULATIONS

0.4

o
N

Throughput

ro

4
©
T

g
OC) |
: : 5 06 M| | 2 K 19
Metric Fairness Throughput Lo ! 18
Num Channels3 4 5|3 4 5 = IR
[CCS [032 048 0.4®49 055 058 S =
NOV  RaC [046 059 0.6®51 062 0.73 T LTS = ————— 2
3 08 | | | | | I | | LCCS mmmmm -
MAXchop [0.48 0.62 0.6®.45 056 0.61 g2or o ‘ iy =1 &
Num Channels11 16 21| 11 16 21 Soalrr ml | Lm0 o 3 | R A~
[CCS [0.37 051 06m72 074 081 g m mai
POV  RaC [0.60 0.77 0.8J0.89 096 1.00 T 2z 3 4 s _6 7 8 9 1 u 1
MAXchop [0.61 0.80 0.810.80 0.86 0.99 Topology Number

Table 2: Normalized fairness and throughputs for the 27
AP sample topology. NOV = Using non-overlapped channels,
POV= Using partially overlapped channels (TCP results).

Figure 5: Simulation results over 12 real and representatie
hotspot topologies in a 14.7 km by 1 km urban area. The num-
ber of APs and the maximum connected component size (CC
size) is listed above each topology’s map. The bars, from tgb

6. SIMULATIONS right, correspond to LCCS, MAXchop, and RaC respectively.

In this section, we evaluate our proposed channel hoppuna al
rithm, MAXchop , through extensive packet-level simulations over
real hotspot topologies derived from a popular hotspot luete,

Wigle [13]. We compare the performance BfAXchop against  sons we ran simulations separately for each of these tojesloty

two channel assignment algorithms, namely, least congestan- is easy to that there exists great variability in the denaitg AP
nel search (LCCS) which is commonly implemented on APs, and deployment pattern of these topologies.

a centralized algorithm, called CFAssign-Randomized Caotipn
(RaC) [4]. Being centralized, RaC benefits from possibleramt-
tions among APs and optimization such as load balancingir The

performance, thus, acts as a benchmark to compare against. the performance of the three channel assignment algoritivers
Through simulations over representative hotspot topetgie- a single representative topology (call it the sample togylale-

rived from Wigle, we find that channel hopping improves fairness  scribed later) drawn from theVigle hotspot database. This allows

significantly over the static assignment performed by LCGS ( ys to compare the performance of the three algorithms (LCCS,

— 60 % improvement). More importantly, we also observe that \MAXchop, and RaC) under similar topological conditions. In the

MAXChOp achieves fairness and throughputs Comparable to that second Set’ we Study statistical properties of the Charg%m

achieved by the centralized RaC algorithm (executed ortiop®lo-  ment algorithms by simulating them over the 12 topologies te

gies assuming full cooperation and coordination among AR&E) sampled for the city of San Francisco.

also find thatMAXchop is capable of utilizing partially overlapped All simulations were performed using the NS-2 simulator.ath

channels in a fU”y distributed manner and prOVideS adagtidair- implementing channel hopping, the slot durations of the WP

ness and throughput gains (42 — 60 % improvement). Due t@spac |gosely synchronized (Section 5.3). Also, to be fairly camative,

limitations, we present a representative set of resultsitiag out a channel switch latency of 20ms was incorporated for eveitgls

the above properties of channel hopping. operation. Practical costs for channel switching are dised in

. Section 5. For each of the algorithms, we study the following

6.1 HOtSpOt TOpOlOgleS two metrics: (i) aggregate network throughput: This allavgsto
We obtained AP locations for a dense 1471 km urban area study the impact of channel assignment algorithms on theabfive

as shown in Figure 5. Given the uneven distribution of the APs network capacity. (ii) fairness in per-AP throughput: Thighe

it was easy to partition this urban area into 12 separatddges central metric that channel hopping algorithms aim to imprim

such that there were no interference between any AP or ¢hait
belonged to two different topologies. Hence, for efficiemeg-

6.2 Simulation Methodology

We performed two sets of simulations. In the first set, weystud



uncoordinated wireless deployments. We measure the airime
throughput by calculating itdain’s fairness index, which is given

as nzsz wherez; per-AP forn APs in the system. For some
cases, we also plot the actual throughput vectors to visshtbw
the unfairness in the allocations.

We used the following settings in our simulations. APs used a
transmit power of 15 dBm, as commonly used by commaodity APs.
For LCCS andviAXchop, client to AP associations were fixed, as
are expected in uncoordinated deployments. However, ttuffitlly
implement the RaC algorithm as in [4], this restriction walsaxed
in order to allow RaC to perform centralized load balanciAtso
each AP had five clients associated to it on average, as wakedp
in prior study on urban hotspots by Akella et. al. [1]. RTS8¥as
turned off. This is the default setting in most commerciakAPhe
physical client-AP separations were chosen to be repratbennf
typical separations in coffee shops. The radio propagatiodel
used was the standard two-ray path loss for large scale paths
the Friis equation at small distances.

6.3 Results

We discuss results in two parts. In the first part we closely
examine a single sample topology out of the 12. We examine
performance on this topology using both non-overlappingvel
partially-overlapping channels. Subsequently, we presesults
for the 12 topologies. Since the trend in the remaining 1bltwp
gies with respect to non-overlapping and partially-ovgpiag chan-
nels is similar to our sample topology, to save space, wesptes
evaluation of only the partially-overlapping channelsdshsimu-
lations on these remaining topologies (and skip the resusitsg
non-overlapping channels).

Sample TopologyFrom the 12 topologies studied in this section,
we selected one such topology that is representative of dhie v
ability in deployment densities. This topology shown in Utig 3
(Topology 2 in Figure 5) has 27 APs with uneven density ofrdist
bution. Eight of these APs suffer considerable interfeeems they

are closely located, while the others had significantly ietexfer-
ence (average interference with 2 other APs). We perforrimed s
ulations using LCCS based channel assignment and comgeaged t
throughput results to that obtained from channel hoppinthe©
than the 8 dense APs, the rest had similar throughputs. e thu
focus on the unfairness suffered by these APs. Figure 4 stimvs
individual UDP and TCP throughputs for these APs. From these
bar plots, it is clear that static assignment based on LC@Sesa
severe unfairness in per-AP throughput. For example, ARgl6a
suffer considerably compared to APs 1 and 8. On the other,hand
with MAXchop all the APs get similar throughput. This happens
as no single AP suffers considerably for long due to an uméhle
assignment of channels. Channel hopping cycles throudgreiift
global assignments providing each AP with a ‘close-to’ fiare

of the total system bandwidth.

We next use this sample topology to present a comparison be-
tween impact of these algorithms using non-overlappingoantially-
overlapped channels. Table 2 summarizes our results ugirand
5 non-overlapping channels and a corresponding number,df6lL1
and 21 partially overlapped chanrfelsin each column in Table
2, the entry in bold indicates the best performance witheesp
to a specific metric. It follows from the table ths#AXchop im-
proves fariness over LCCS when using non-overlapping aklann
but is additionally effective, when partially-overlappetannels

'The number of partially overlapped channels is givemés=
5N — 4, while keeping the same amount of spectrum bandwidth.
Refer [8].

are available. Note that in most cases (TableN\Xchop per-
forms the best out of the three algorithms. In other casespéin-
formance ofMAXchop is better than LCCS and only marginally
lower than RaC. The performance gap betwigxXchop and RaC
remains to within 10%. This is an encouraging observatioRa&S
is a centralized algorithm that benefits from explicit canation
among APs. Thus, its performance acts as a benchmark to com-
pare against.

We next focus on all 12 topologies and present results faighgr
overlapped channels only, due to space constraints.
Urban Topologies:Figure 5 summarizes the results for the 12 ur-
ban topologies discussed earlier. The first panel in thedighows
the AP placements. This gives a pictorial view of the highsitézs
along with high variations in the densities. For each toggldhe
plots show the fairness and throughputs for UDP and TCP flews u
ing the three channel assignment algorithms, namely, LGGE,
and ourMAXchop. These algorithms used the 11 partially over-
lapped channels based on the notion of I-factor, discusaditie
in Section 2. We draw the following observations from theuhss
presented in Figure 5 and Table 2:

1. Fairness gains.Channel hopping provides good fairness in
user throughput. This is evident from Figure 4, Table 2 and
the Jain’s fairness index plots for the urban topologiesvsho
in Figure 5. Specifically, we note that channel hopping im-
proves fairness over LCCS by an average of 42 %. Also,
the performance of the RaC algorithm which does joint cen-
tralized channel assignment and load balancing, acts as a
benchmark to evaluate against. We observe that the fairness
achieved by channel hopping is very close to that of RaC.
This also suggests possible applicability of channel huogpi
techniques to centralized deployments.

. Throughput gain€hannel hopping is able to utilize partially
overlapped channels without any interaction between APs.
This is evident from the results in Figure 5 and Table 2 which
used the 11 partially overlapped channels available in #he 2
GHz band. When compared to LCCS, channel hopping gave
an average performance improvement of 30 %. Also, its per-
formance was comparable to Ra€/(— 5%).

. Impact on TCPThe TCP throughputs presented in Figure
5 show that the impact of channel hopping on TCP perfor-
mance gets outweighed by its gains. The fact that channel
hopping yields good performance improvements despite the
channel switch overheads supports this observation.

. Other ResultsWe summarize some of the other simulations
results that we obtained. We implemented the carrier-sense
optimizations presented in thechossystem [5]. We ob-
served that when combined with Echd4AXchop gave an
additional throughput and fairness improvement of 12% over
the sample topology of 27 APs discussed earlier. Similar re-
sults were obtained using the power control techniques pro-
posed by Akella et. al. in [1]. These results show that our
channel hopping method is complementary to the optimiza-
tions presented in prior work on uncoordinated deployments
that use power control to reduce interference.

7. IMPLEMENTATION

In this section, we quantify the benefits of using our progose
channel hopping technique through implementation baspdrex
ments over a testbed hotspot topology consisting of fivegade
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Figure 6: Design of the hotspot testbed. Solid rectangle rep-
sents an AP. Dashed edges represent interference.

dent hotspot networks. This testbed was designed to besapre
tative of typical hotspot topologies found in urban envirants.

It was built from commodity 802.11 hardware commonly found
in hotspots [1]. We have implemented channel hopping owsr th
testbed using GNU/Linux and instrumented open-sourceerfiv
All our experiment results take into account the channetching
overhead incurred at the hardware level 5 and reflect its étnpa
the network layers.

Through our experiments, we find that channel hopping imgsov
fairness significantly (40 — 60 % improvement in the Jainsiess
index) among hotspots over static assignments. We alsoHtd t
channel hopping is able to achieve good performance gaing us
partially overlapped channels in a fully distributed mann&he
gains achieved by channel hopping using partially oveedpthan-
nels match the gains obtained by using centrally optimiteshoel
assignments that use partially overlapped channels basedteo
concepts presented in [8]. This shows & Xchop is capable
of taking full advantage of partially overlapped channelthaut
the need for centralized control and coordination. Apamtfipro-
viding good fairness, this ability of using partially ovapbed chan-
nels without explicit interaction between interfering AB®one of
the key strengths of our channel hopping technique. Finalyob-
serve that the impact of the overheads of periodic chanritdiswg
is negligible. We find both UDP and TCP throughputs are imgzact
by less than 0.6 % due to channel switching. We first deschibe t
testbed topology, the platform used for the implementadiot the
experiment setup. Next, we present the experiment resotitsned
over this testbed and discuss their implications.

7.1 Testbed Design and Implementation

7.1.1 Platform

We used the following platforms for our APs and clients. APs
were built out of an embedded PC104 board, caisatgate which
houses a compact flash slot for the wireless card. We usedjaatet
802.11b wireless card which uses the Prism 2.5 chipset amd pr
vides a channel switch latency of 20 ms (see Section 5). Téets|
were IBM Thinkpad Laptops supported with PCMCIA ZoomAir
cards which also use the Prism 2.5 chipset (20 ms latencyth Bo
APs and clients were running GNU/Linux (2.6 kernel) and ubed
hostapdriver which was suitably instrumented to perform channel
switching at the driver level.

7.1.2 ImplementinglAXchop

A practical implementation dfIAXchop would trigger channel
switching using dedicated beacon messages. This desigoecho
was made since such messages are used for client-AP syimairon
tion and are thus received by all clients (even in the powees
mode) using the lowest supported bit-rate. This also miresi

packet losses which are possible while switching chanrigiisce

the firmware for wireless cards is proprietary, we triggearoiel
switching using a UDP broadcast message sent by the AP which
implements ouMAXchop algorithm as a user-level daemon pro-
cess. A corresponding daemon process executing at the trlgen
gers this channel switch upon receipt of this message. The AP
and client daemons also implement client-driven estimatioin-
terference by requesting periodic scans of all channels.nte

that our user-level implementation of channel hopping wisru-
mented drivers will suffer from additional overheads susitan-

text switches, interrupt delays and data packet lossespassed

to management frames) when compared to implementing tttie at
firmware level. Thus, we believe that the results obtained hal

act as dower bound that is, network throughputs in a firmware-
level implementation would be better as they would suffessle
packet-loss and overhead.

7.1.3 Topology and Experiment Design

We designed a testbed network topology consisting of five. APs
This is the most common number of APs found interfering with
each other in average urban environments [1]. These APs were
placed in anin-building environment in the lobby areas Wwitlosely
mimic shops and cafe positions in typical shopping mallguFe
6 shows the design of our hotspot testbed. The black re&angl
represents the APs. There was one client associated to gach A
The client-AP distance was chosen to mimic the dimensiores of
typical coffee shop. With such positioning, we found thatds
and clients interfere with each other much like in a typicahse
hotspot area.

The design choice of using one client per AP was made in order
to study the effect of interferencamongAPs and to prevent di-
luting the results with intra-AP contention due to multigléeents.
Network behavior due to intra-AP contention has been stlplie-
viously [5] and is not the focus of this paper. Also in our ®alua-
tion we have studied the combined effect of inter-AP andaHAtP
interference using multiple clients per-AP. The resultssely re-
semble the ones presented here, and we do not discuss theém due
space limitations.

We performed experiments using four methods of channel as-
signment: First was LCCS which used the three non-oventappi
channels, represented BKOV-LCCS This is the most common
method used by APs in hotspots. Second t&s<chop using the
same three non-overlapping channels, representd@ssMAXchop
Third, wasMAXchop using the 11 partially overlapped channels
based on the concept of I-factor [8], representeB@¥-MAXchop
Finally, we manually built the best possible static assigntrof
channels to the five APs using partially overlapped chanaets
explicitly measuring interference at the APs. We note thist &s-
signment can be computed in an algorithmic fashion, hovyéhisr
would require considerable interaction among the APs [8.04k
this as a benchmark to evaluate whether channel hopping& ca
ble of taking full advantage of partially overlapped chdsria a
fully distributed fashion. We represent thisR®V-static For each
of these algorithms, we measured TCP and UDP throughputs at
the application layer. FTP file transfers were used to triggeP
flows, while high but constant bit-rate transfers were usetha
UDP application.

7.2 Results

Figure 7 shows the results of our experiments. Shown on the Y
axis are the individual throughputs obtained at each ho#spdor
TCP (Figure 7(a)) and UDP flows (Figure 7(b)) using each of the
four algorithms. From a careful study of these plots, thiofahg



salient points are evident:

7.2.1 Fairness Gains

Our results show that channel hopping improves fairnesgaugh-
put among hotspots. Consider the UDP throughputs obtaised u
ing three non-overlapping channels fWdOV-LCCSversusNOV-
MAXchopshown in Figure 7(a). With a static assignment per-

The CFAssign methods in [4] address the joint problem of ehan
nel assignment and load balancing in centrally managed WA&.AN
The paper shows that client-driven mechanisms are impoitian
capturing interference accurately. By comparing agairist per-
tex coloring based approaches [14] the paper also showsehat
tex coloring approaches tend to be inefficient for centnaanaged
WLANSs. The scope and nature of their problem is much differen

formed using LCCS, AP5 gets a good channel, while APs 1,2 and than that of uncoordinated wireless environments. We diseal
3,4 share a single channel each. Thus, AP5 gets a good throughthis in detail in Section 3.

put at the expense of the other APs. This unfairness would gro
as the number of interfering APs increased. However, widmeh
nel hopping all five APs get roughly the same throughput. Game ¢
also observe that with partially overlapped channels, cbbnop-
ping improves fairness over the best static assignmentjusinh
channels, represented BDV-static This is clear from both TCP
throughputs in Figure 7(a) and UDP throughputs in Figurd.7(b

7.2.2 Throughput Gains

Our proposed channel hopping algorithm is capable of provid
ing throughput gains by using partially overlapped chasinélor
example for UDP throughput®0OV-MAXchopmproves total sys-
tem throughput by 10% (Figure 7(a)). This matches the thHreug
put gains of 8.9 % obtained byQOV-staticwhich was manually
computed to best utilize partially overlapped channelsmil@r
gains were achieved for the TCP throughputs: 15.13 %0y/-
MAXchopover NOV-chopand 15.05 % byPQOV-staticover NOV-
LCCS Note that our channel hopping algorithm achieves these
gains in a fully distributed fashion without the need for amter-
action between APs.

7.2.3 Impact of channel switching

All experiments that used channel hopping incurred thescost
associated with implementing the channel switch operatiéd-
ditionally, the TCP results also incorporate effects on BQ@®n-
gestion window due to occasional packet losses while simigch
channels. Our results show that the effect of this overhead o
UDP/TCP throughputs is negligible (less than 0.6 %). A dethi
discussion of this tradeoff is presented in Section 5. Froenré-
sults shown in Figure 7, with non-overlapping channels ctien-
nel hopping algorithm namelfNOV-MAXchopincurred a 0.57%
reduction in total system throughput from 17.5 to 17.4 Mifyith
TCP throughputs, th&OV-MAXchopincurred a 0.54 % reduc-
tion in total system throughput. Interestingly, with paltyf over-
lapped channel®0V-MAXchogrovided an improvement of 2.6%
over using static partially overlapped channels. For TGButh-
puts,POV-MAXchopncurred a reduction of 0.46 % in total system
throughput. We note that these numbers show an over-estiofiat
the actual costs that would be incurred since we implemeantroél
hopping at the driver/user-level within the host operatggtem as
opposed to implementing them in the wireless card’s firmware

8. RELATED WORK

Prior work by Akella et. al. in [1], thé&echossystem [5] and the
SSCH protocol by Bahl et. al. [6] have been discussed before i
Section 1. Hence we do not discuss them further in this gectio

There has been much recent work in improving client through-
puts in the context of centrally managed wireless LANs. Wk
Bejerano et. al [3] presented a centralized linear prograR) (
based formulation of balancing client load among APs usig a
sociation control. Work by Balachandran et. al. [2] discass
network-driven method for providing hints to users. Thes#sh
are used to improve the quality of service experienced byals
for example, requesting them to roam to a better provisigkied

Apart from wireless LANSs, there has been much work on chan-
nel assignment algorithms in the context of cellular neksdd.5,
16] and wireless mesh networks. The interested readerdsreef
to [17, 18, 19, 20] and the references therein.

9. CONCLUSION

In this paper, we have addressed the problem of distributad-c
nel assignment in uncoordinated wireless environments.erevh
fairness assumes significance over throughput maximizatwe
propose channel hopping as a simple and efficient methodsef di
tributed channel assignment that provides good fairnegsapties
and is also able to take full advantage of partially overtabphan-
nels for the much needed throughput gains in such dense retwo
We have evaluated our approach extensively through sirontat
over real hotspot topologies and a full-fledged testbeddimsple-
mentation.

The key contribution of this paper has been to bring into fo-
cus the fairness properties of our channel hopping tecknigua
simple, efficient and distributed method of dividing a systere-
sources among participating users. We hope that the résgarc
sights gained from this work would lead to a practical deplent
of these methods in hotspots and further research into imgply
them to other domains where a fair division of a system’sueses
is an important consideration.
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Appendix

In this appendix, we sketch a proof of convergence ofNi#eX-
chop algorithm discussed in Section 4.

Proof: Consider the Hop routine shown in AlgorithitAXchop.
Assume that the current APwas using coloi\;(x) in slot prior
to executing Hop. The amount of interference as capturetidy t
function for sloti wasn(\;(x)). After executing Steps 2-5 of the
function Hop, the new interference value equals;,, Let S\i(:c)

Hop function. Based on the above steps,

w3 ¥

veV i=1..

Now,

Lsum -

Based on Equation 1,

Lsum — Lsum <0 n°(Ai(v)) < n°(Xi(v))
Thus, its clear thalsum < Lsum. Since L-value is the number
of interfering edges in the network as a whole. Thimtsgral and
has a minimum. Alsd s... < |E|. This proves convergence in
O(0) rounds, wheré = |E|/|V].
Below, we present a reference algorithm for the ComputeMin-

Max routine discussed in Section 4.

Procedure ComputeMinMax(C, i)

1. if i=1then

2. return a color from C uniformly at random

3: end if
4: Compute¥u € N(z), L(u) = >, ;4 p(Aj(u), Aj())

5

6

as

: ComputeNc € C, Lc(u) = L(u) + p(c, Ai(u))
: Define:Ve € C, L. = (L.(u)) over allu € N(z) sorted in
non-increasing order df.(u) value
7. LetLimin = Lo, Comin = o for arandomn € C
8: for c € C'do
9: if Limin >tex Le then

denote the new color obtained in Step 7. 10: Lumin = Le andChpin = ¢
Thus, since\;(z) € C: n(Ai(z)) < n(Ai(x))—(1). 11: endif
Note that the above inequality holds even if Step 7 weretosbo  12: end for

anyrandom color out of the sét. ConsiderL s, = Zwu VEE L(u,v),13: returnCin

the sum of allL-values Now,

Lsum = Z L U 'U Z Z L U ’U
V(u v)EE 'UEV u€N (v)
SO ol SR

UEV wEN (v) i=1..

Rearranging the innermost two summations,

Lum=33 3 2 )
veV i=1...Ns u€N(v)
S
veEV i=1..

Let Lsum denote the value of....., after noder executed the

We briefly explain the working of the ComputeMinMax routine
described above. For the first slot, the routine returns areah-
domly from the setC (Step 1-3). Otherwise, for the current AR
Step 4 computes the amount of interferetide:) with each APu
that interferes withe (i.e.,u € N(x)). Step 5, calculates for each
color ¢ € C, the interference array..(u) for everyu € N(x)
assuming the AR: were to choose colat. Out of all such colors,
the routine selects the colewhich provides the best min-max val-
ues for the interference arrdy; (u) (Steps 8-12). This is done by
sorting these arrays in non-increasing order and findingieethat
has the least lexicographic value. The corresponding fblannel
is then returned.



