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Abstract

Clustering, in simple words, is grouping similar data itetogether. In the text
domain, clustering is largely popular and fairly succes$sha this work, we try and
apply clustering methods that are used in the text domaithédmage domain.
Two major challenges in this approach are image repres@natand vocabulary
definition. We apply the bag-of-words model to images usimage segments as
words.

We use the Latent Dirichlet Allocation (LDA) to model theat&nships be-
tween “words” of an image, and between images. This providewith a highly
compressed yet succinct representation of an image, whicloe further used for
various applications like image clustering, image retekand image relevance
ranking. In this work, we have used the relationships oladifiom LDA to cluster

the images with 78% success.

1 Introduction

With the advent of the World Wide Web, and proliferation ofitil cameras, images

have become more and more common in our world. Large imadgctiohs are com-



mon place, and the capability to automatically organizédage collections is badly
needed.

Text retrieval methods using the vector-space model haee Early successful.
Using statistical models, typically, one can search lamé tollections using text
matching and relevance algorithms, cluster large coblestiof text, and use machine
learning and data mining techniques.

Of late, there has been a surge of interest in applying sirteélehniques [17, 4,
14, 9, 15, 6, 11, 16] to the computer vision field. In this pobjeve explore how
one can apply such methods to images, discuss importam@sissud present results
from our implementation of an application. Specifically, stedy how images can be
represented in the vector space model, how an underlyinghead be learnt given a
large number of images and how this model can be applied totdceisting inferences.

In simple terms, clustering means to group similar itemstogr. One can thus
use clustering to organize large collections - library edion of images, web image
search results, large photo collections or any collecti@ustering can be used to
assist browsing. Browsing tools complement search toolsceRtly clustering has
been applied to identifying object categories. We want tonfolusters of images that
are similar - similar in semantics as well as similar in visajgpearance. Clustering
is useful to infer characteristics of a collection; traatitally, this is called exploratory
data analysis.

The major difficulty in applying such techniques lies in linlg appropriate repre-
sentations of images. Preparing a compact descriptionadgé@® by hand is laborious
especially since image collections are huge. Further,racguand consistency might
be offset by subjectivity. Moreover, there is the chancédleacriptions may have to be
changed in order to keep up with new trends and hence the oekdléling appropriate
image representations automatically.

Determining the right representation depends on the agtjlit, and the input col-
lection. Color histograms will work well if there is a largellection of a variety of
images to be categorized. If the image collection contaiesaf a single person, then
the right image representation should take care of pos@ittiation, luminance, etc.

If the data collection is large, and the task is to infer gaheategories or topics, then



the vector space model might be appropriate.

In this project, we represent an image as a bag of words, wdark word is a
segment. We have used the LDA model to learn inter-segmehiré@r-image rela-
tionships. We used the learned model to cluster images \8i¥h Success.

The rest of the paper is structured as follows. Section 2id&ses issues of image
representation in great detail. This is followed by a dedimm of popular generative
probabilistic models in Section 3. In Section 4 we explaiwhHdA is used as the
underlying model to cluster images and in Section 5 we ptaberresults. Section 6

describes other works in related areas and we conclude tio8&c

2 Image Representation

Since we are trying to apply techniques used in the text dort@aimages, the most
important issue that we have to address is how to define angueabf words in the

image domain.

2.1 Defining an analogy

We need to define what words and documents are, with respactitoage. Fixing one
of them partially restricts the choice for the other. Foras$iog an image-word, there

are various design choices. An image word can be
e apixel,
e a window of pixels,
e asegment of an image, or
e the image itself.

The choice for the analogue of a word, decides the vocabatatylso the analogue for
a document. For instance, if an image-word is a pixel, thenrttage-document could
be a segment of the image, in which case the feature vectahdomage document

would simply be the histrogram of the segment. But this wquieclude us from
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Figure 1: Example #1 of a word. The leftmost part shows a sample segment. The middle part
shows the position of the segment in relation to the imageramaining part show the feature
vector.

defining relationships among images because images woeldhé at one level of
abstraction higher than the image-document and thus cdrenotodeled. Instead, if
we chose the entire image to be the document then the feataterfor the document
would be the image histogram. This does not help us captlaéamships among
different parts of an image.

Keeping in mind the issues discussed above, for our purpagedefine a word to
be a segment of the image. To segment the images, we ugé-thuts algorithm. We
over-segment the image slightly so that we get segmentataaimost homogeneous
throughout.

Figures 1 and 2 show two examples of words that we use as “Wortle leftmost
part of the image shows just the segment. The center partecintage shows the
position of the segment with respect to the original imagéthe part of the figure on

the right shows the feature vector histogram.

2.2 Defining the vocabulary

Once we have defined what a word is, we need to define a vocgbilbth respect

to text, it is very simple to define a vocabulary. The vocatyia simply the set of
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Figure 2: Example #2 of a word. The leftmost part shows a sample segment. The middle part
shows the position of the segment in relation to the imageramzining part show the feature
vector.

all words in the language. Even with an image, if a word is defias a pixel, the
vocabulary would be the set of all intesity values viztp 255. But when a segment
is used as a word, it is not possible to define the vocabulatyeayy the set of all
possible segments of images, because it could be intrgdeigle. This is because,
the number of possible segments is exponentially large artbefr the values in the
feature vectors could be real numbers and hence infinitelyn&o, to reduce the size
of the vocabulary, we cluster the entire set of image segmédnce all the segments
are clustered, then any two segments within the same clugi@onsidered equivalent.
Comparing with the text domain, this would be similar to grimg all the synonyms
in a language together and choosing one representativptesent the entire cluster
of synonyms.

As an example, if the words shown in figures 1 and 2 were cledtieto the same

group, then these two words will be considered equivalent.

2.3 Selecting the feature set

To cluster the segments together we need to define a set ofdedbr a segment,

so that they can be compared to one another. The importandeoofing the right



feature set cannot be over-stressed. The set of featurgsutedifor each segment is
highly significant since it defines the elements of a cluster l’ence the vocabulary
and consequently influences the discovery of topics by tbbaiilistic model. For

each segment, we compute the following properties:

e Color histogram
e Gradient histogram
e Texture properties like energy, correlation, homogeneintrast, etc.

The color histogram gives a measure of different componefintsd, green and blue
in the segment. The gradient histogram gives an idea of imifp of the segment.

Properties like energy and correlation are computed usiegtay-level co-occurrence
matrix and hence give a measure of relative positions olpirehe segment. This may
not be the best set of features, but again choosing the egliifes for any application

is a difficult problem.

2.4 Evaluating the cluster quality

The feature vector that is discussed in the previous sutieseas used to perform clus-
tering over the entire set of image segments usingtheans algorithm. With the use

of k-means, two difficulties arise.

Choice of number of clustersk For choosing the right, we perform clustering for
various values of, then evaluate the quality of the clusters thus producedjusi

two measures;luster Compactness andCluster Separation.
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wherez,, is the centroid of the clustes andd() is the distance metric used by
the clustering system. Cluster compactness gives a notibave close to each
other the elements of a cluster are and cluster separatien gn idea of how far

to each other the cluster centers are.

After evaluating the clusters produced by different nundfetusters, we choose

ak having desired values of compactness and separation.

Choice of a distance function for comparing feature vectorsThe feature vectors can
be compared using the cosine distance measurement, nembettance or eu-

clidean distance.

Once the segments are clustered, then each image in thediaguset can be rep-
resented as a vector of word frequencies, i.e. how many tnsegment belonging to

a cluster occurs in an image. This can be used as the inputddiA system.

3 Generative Models

Once we have built appropriate representations of imagesave to build a mech-
anism to learn the underlying properties of the data and disaful generalizations.
Current approaches can be broadly classified as: genemattvaliscriminative. In
generative modeling, we learn the model of the source thatmgéed the data. In dis-
criminative approaches, one directly optimizes the trajréet with the desired output.

In this project, we look at a recent generative model calletht Dirichlet Alloca-
tion, and explore how we can apply it to to images. Generatigbabilistic models are
random sources that can generate infinite sequences ofesaaqording to a prob-
ability distribution. The goal is to construct a probattitsmodel that can effectively
generalize.

Gaussian mixture models for representing images are a @omadel. In this
model, images are considered to be generated by a mixtuopiost where each topic
is represented by a gaussian distribution with a mean andianea. The parameters

for the distribution are estimated with an EM algorithm.



Language models model the words that occur in a document. réveerested
in the probability of a sequence of words. In our terminolagword is a region with
uniform properties; for example, a word could be a 5-by-Skith a uniform texture
and a bluish appearance.

The simplest model is the unigram model, where the proltatofi each of the
word is independent of the words that have already occurréddd document. This
model consists of a single probability distributibhover an entire vocabulary. In
other words, it is a vector of probabilitie§(v) for each wordv in the vocabulary.

The basic generative process consists of randomly pulliigaavord from a bag,
observing its value and putting it back into the bag. The pbility of observing a
sequencey;wows . . . wy, IS therefore:

n

Puni(wiwaws ... wy) = [ U (wi) 3)
i=1

The drawback with the unigram model is that it can model ordynbgeneous
collections; that is, it considers all documents to be cgiimgj of a single topic, which
is essentially reperesented as the probability distidoyty. This is a serious problem
with images, because typically images consist of at leasteggfound and background,
which would come from a markedly different set of distrilouts. Further, images could
have multiple objects, each of which might have a distirctlistribution.

In order to take care of heterogeneity of collections, thetame model can be used.
In this generative process, we first pick a topicaccording to a probability distribu-
tion, T', and once a topic is chosen, we choose words from the topardiog to the
distribution corresponding to the€” topic. The probability of observing a sequence,

wiwaws . . . wy, iN this model is:

Priz(wiwaws ... wy,) = Z T(z) H U (w;) 4)

There are two problems with the mixture model: a) we shouliinege the right
number of topics empirically, and b) though it models hegerteity in collections,

it still considers each image to be homogeneous. Sincedtpariicularly untrue of



images, we need a better model.

The Probabilistic Latent Semantic Indexing approach imesaipon this model. In
this model, for each word that we generate we pick a topicradeg to a distribution,
T, that depends on the document. This distribution detersriine mixture of topics
for that particular document. Each topic, in turn, has a pbility distribution, based
on which the words are generated. The probability of obegré sequencey =

wiwaws . . . wy iN this model is:

Pplsi(w1w2w3 .. -wn) =

k
(Z Tw(z)U(wi)> (5)
1

% z=1

Since the mixing ratios of the topics for each document dépem the document
itself, PLSI suffers from over-fitting as well as inappraé generative semantics.

To improve upon this, the Latent Dirichlet Allocation modefroduces a distri-
bution for the mixing distribution itself. That is, any ming distribution,7'(z), comes
from an underlying distribution thereby expressing uraiety over a particular(.) as
pr(m(.)), wherepy is defined over alir € Py, the set of all possiblé: — 1)-simplexes.
In this model, the Dirichlet distribution models the unedémty. So, the generative

process in this model is:
1. Pick a mixing distributionr(.) from P, with probability p ()
2. For each word

(a) Pick a topicz with probabilityr(z).

(b) Pick a wordw; from the topicz with probability T, (w;)

The probability of observing a sequeneguwsws . . . w,, in this model is:

Plda(wlwgw3...wn):/P {HZW(Z)TZ(wi)}pk(w)dw (6)
where

k k (z) 1
pr(m) =T (Z az) H m (7)



is the Dirichlet distribution with parametets . ..a; The number of parameters
to estimate in this model i5 parameters for the Dirichlet distribution afd| — 1
parameters for each of thetopic models. The estimation of paramaters is done by

variational inference algorithms.

4 Using LDA

In the text domain, LDA needs input about the documents irfahm of a word fre-
quency vector. Following our analogy, we represent eaclyétsy the vector of seg-
ment cluster frequencies. From among these images, LDAwss topics and repre-
sents each topic as a simplex of image segment-clusterthdrult DA also describes
each image as a simplex of these discovered topics. Thus LB¥ides us with two
levels of information, we can get the relationship betwéendusters of segments and
also between the images themselves. Depending on the noifrtopics, this can be a
highly concise representation of an image, which can be fealvariety of applica-
tions like image clustering, image retrieval, relevanageiag, etc. We have used this

topic-simplex representation of the image to perform imelgstering.

4.1 Methodology

The entire process can be summarized as follows:
1. For each image, segment it into 'p’ segments.
2. For each such segment compute a set of features.

3. Once this is done for all the images, cluster the set ofegjheents using the

feature vector, to reduce the size of the vocabulary.

4. For eachimage, compute a frequecy representation of leaw times a member

of a cluster of segments occurs in the image.
5. Feed this information as input to LDA.

6. Use the topic-simplex representation of the image taefube image data set.

10
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Figure 3: A sample input data set.

5 Results

We present the results of an initial clustering experimantyhich we used only 22
images. In the N-cuts phase, we used 50 segments. Usingusierchjuality anal-
ysis, we fixed the vocabulary size at 34. We used LDA with 5dsgod obtain the
topic-simplex representation for each image. We then etadtthese images into 7
categories. For both the clustering phases, we used theecsishilarity measure as
our similarity metric.

Figure 3 shows a sample set of input images. The images nusilain pictures
of roses and ducks. Figure 4 shows the final results of outesing. Since our fea-

tures are predominantly color-based, we see that the clustee top-left contains a

11
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Figure 4: Clustered ouput of the sample data set.

rose along with the ducks because of similar color propostioSimilarly cluster in
the bottom right has both the roses and the ducks togethaube®f similar texture
properties and similar color proportions. The other clisssdow that the system works
well when lighting conditions are more or less similar.

We repeated our experiment with a larger data set conta#f8Bdgmages. The im-
ages were obtained from the CIRES image database. The imagespread over five
categories, viz., airplanes, bridges, coastline, duckisrages. As before, we used 50
segments in the N-cuts phase. We fixed the vocabulary siz@ lza€ed on our cluster
quality analysis. We used LDA with 20 topics to obtain theitegimplex representa-
tion for each image. We clustered these images into 30 caésgasing the Manhattan

distance metric. Figures 5, 6 and 7 show some sample clusters

12



We evaluated the above results manually. We found thatesingt performs cor-
rectly for about 78% of the images. Evaluation can be trickyheere could be clusters
with more than one predominant category. Misclassificatiarstly occurs because
images from different categories share a lot of common cheriatics. For example,
images in the 'plane’ category and some images in the 'doasttategory contain
mostly sky and clouds. So, defining the accuracy of clusgieemot straight-forward.
We considered images which were highly similar in visualegrance to be belonging

to the same group.

6 Related Work

Forsyth and Ponce discuss the idea of clustering image§,iafjd enumerate its sev-
eral advantages. The vector-space model has been a welhlaqproach [13] in text
information retrieval. Also known as the bag-of-words ayguh, its simplicity and
effectiveness have been key reasons for its popularity aocess.

The bag of words model has been in vogue for quite some time[hdw4, 14,
9, 15, 6, 11, 16]. People have defined a word in the context afjes in different
ways. In [17], a word is an object part. This assumes that agémcan be segmented
into parts accurately. In [4], the authors explore two aptiochoosing a rectangular
region as a word, as well as segmented regions as words. THoege small fixed
rectangular blocks so that blocks contain mostly pixel&witiform properties. In [9],
arectangular region is chosen as word. Instead of choosttgrgle of a fixed size, the
authors employ sampling to determine the block size. Fyrthey propose using only
those blocks that have a salient point using a “saliencyctiete They also explore
using the DoG detector as an alternative for constructiotangular blocks. In [15],
elliptical regions constructed around interest pointedied by the SIFT operator are
used as words. In [14] a scale and affine invariant operatosésl to detect features
around which words are constructed.

Feature selection depends largely on the problem. Diffgyapers have proposed
using different features, with varying results. Choosirgpad feature depends on the

data set and the application. In [5], the authors provideiragaron feature selection

13
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Figure 5: Cluster of RosesThe above figure shows a sample cluster out of 30 clusters. As
we can see, the image of the coast appears in this clusterubeca is highly similar to the
background in the rose images.

and various features that can be computed. In [1], coloogisims have been used as
the primary features, and they work very well when the task differentiate among a

set of indoor and outdoor images. Edge direction histogtzame been used in [12] to

14
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Figure 6: Cluster of Airplane pictures The above figure shows a cluster predominantly con-
taining planes. The coastal images occur along with thelairps because of the presence of
sky and clouds.

differentiate between mountain images and city imageslé\oior histograms do not
consider spatial relations at all, color correlograms fldbeen used to take spatiality
into account as well. Blei et al. [3] use 47 real-valued feadL.computed from visual
properties such as size, color, position, texture and sHapgrepresents objects in the
LUV color space. In this project, we use color histograms el &s texture histograms

as our features.
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Figure 7: Cluster of Coastline picturesThe above figure shows a cluster containing coastline
pictures, which predominantly contains sky, water, trees some land

Generative models owe their popularity to their elegancd,the generality of ap-
plications to which the learned model can be applied. [16Vjoles a good discussion
on how one can use generative models for images. [18] intexldifferent statistical
models, clearly explaining what each sophisticated motfet Blei introduces the
Latent Dirichlet Allocation (LDA) Model in [3], and appliethis model to matching
words and images in [2]. The LDA model has also been applidchemes in [15].
[9] extends the LDA model to support hierarchical modeling applies it to images.

[17] uses a different generative model while [10] uses araaned HMM model to

16



auto-innotate images.

Clustering has been a popular choice to reduce the size ofatebulary when
using the vector space model. [17] and [9] like several atlise k-means clustering
for dimensionality reduction. [4] uses clustering as a nseansegment images. In
order to determine the right number of clusters, [4] use®psihg criterion. [8] uses
divisive clustering and uses Bayesian information criteras a metric to determine
the right number of clusters. In this project, we used a lirenbination of cluster
compactness and cluster separation as the metric to dettmé right number of

clusters.

7 Conclusions

In this paper, we have applied the bag-of-words model to e@sagVe explored dif-
ferent ways of defining the “word” in the context of an imagedaised a segment as
produced by the N-cuts algorithm. We found that using smakgments improved
results considerably, because smaller segments had miéwenuproperties.

We represented each segment mainly based on color histegfameduce the di-
mensionality of our vocabulary, we used the k-means algoriiin order to determine
the right number of clusters, we evaluated cluster qualiiygi cluster compactness
and cluster separation as the metrics. We experimentedhégtbosine similarity mea-
sure and the Manhattan distance for clustering, and foustdiile Manhattan distance
yielded better results.

We used a generative probabilistic model, the Latent DietcAllocation (LDA)
model to learn inter-segment relationships and inter-enmatationships in annsuper-
visedmanner. We found that the LDA model works better with largaadsizes.

We used the image representation from the LDA model to dlasteasonably large

data set, and found that 78% of the images were clustereeatiyr
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