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Abstract
Fundamental theoretical results demonstrate that many, no less than
92, things are hard. Moreover, things can be boring, unpleasant, or
in the pathological case, both. To redistribute such effort away from
humans was the field of computer science born, shifting effort to
machines and grad students.

To cut this Gordian Knot of “having to do stuff”, we propose
an elegant solution: “Not doing it today”. We call our technique
anticipatory procrastination. While this may seem an unintuitive
approach, we feel we’ve solved this; it seems reasonable at a high
level. We’ve found empirical evidence that such an approach can
work. In fact, this may be the most commonly implemented solu-
tion to the general problem of getting stuff done, the well-known
STUFF problem.

1. Introduction
Fundamental theoretical results demonstrate that many, no less than
92, things are hard. [3] Moreover, things can be boring [9], unpleas-
ant [8], or in the pathological case, both [5]. To redistribute such
effort away from humans was the field of computer science born,
shifting effort to machines and grad students. Unfortunately, Turing
proved that not all work can be shoved off onto such automata [1].
As a result, humans are left with nontrivial amounts of work, re-
quiring advanced scheduling and work assignment heuristics. Their
performance is often unacceptable.

To cut this Gordian Knot of “having to do stuff”, we propose
an elegant solution: “Not doing it today”. We call our technique
anticipatory procrastination. While this may seem an unintuitive
approach, we feel we’ve solved this; it seems reasonable at a high
level. We’ve found empirical evidence that such an approach can
work. In fact, this may be the most commonly implemented solu-
tion to the general problem of getting stuff done, also known as the
STUFF problem.

This is the table of contents paragraph, it will be over shortly.
Section 2 describes prior academic work in the field. Section 3
illustrates our experimental methods and results, and demonstrates
the scalability and parallelism of our radical approach. Section 4
concludes.
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2. Related Work
We have seen this solution to STUFF throughout academic history.
For an early example, consider Fermat’s 1637 statement, “I have
a truly marvellous proof of this proposition which this margin is
too narrow to contain.” This statement incorporated a landmark
proof technique. The ingenuity of this technique allowed Fermat
to delegate his proof to 400 years of his students while keeping
his name attached to the theorem. This technique remains relevant
today, most commonly encountered as exercises left to the reader.

For decades, it has been assumed that the surest way to arrive
quickly at the results of a computation is through sophisticated al-
gorithms, efficient implementation, and other such mind-rending
work. Gottbrath et al., however, demonstrate that an effective tech-
nique to obtain results is to push optimization downstream. Their
approach is for you to sit on your hands and wait for Intel do the
work. [4]

Another clear application of Anticipatory Procrastination in-
volves responding to undergraduate questions, or, more accurately,
not responding to undergraduate questions. For example, one simu-
lated graduate student’s experience demonstrates that our algorithm
improves performance. [2]

Knuth has demonstrated effective techniques for resisting low
latency responses in the presence of high-performance communica-
tion channels. By batching his physical messaging in three month
quanta and simply not addressing electronic messaging, Knuth ig-
nores you more efficiently than you would otherwise be ignored.
He also proves that a large subclass of STUFF has solutions that
follow directly from ignoring it. [7]

A disk read head seeks slowly across its disk. Thus, an eager
disk scheduler can send the disk head on an expensive seek when
a small amount of waiting would have allowed it to perform an
operation locally. Iyer and Druschel thus show that anticipatory
procrastination can be as effective for system devices as it is for
higher level task scheduling. [6]

A recent example of anticipatory procrastination in an academic
context is Assignment 2 of the University of Wisconsin Advanced
Operating Systems class. Results of this work are still preliminary,
but are regarded within the relevant community1 as a resounding
success.

3. Experimental Methods and Results
See Figure 1.

4. Conclusion
To cut this Gordian Knot of “having to do stuff”, we have proposed
an elegant solution: “Not doing it today”. This may have seemed an
unintuitive approach, but we’ve found empirical evidence that such
an approach can work. In fact, this may be the most commonly
implemented solution to STUFF.

1 us.
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Figure 1. Summary of methods and results.
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