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Abstract—Exponential bandwidth scaling has been a funda- increase for power density will accelerate. At the same time,
mental driver of the growth and popularity of the Internet.  the heat dissipation demands of routers are reaching the limits
However, increases in bandwidth have been accompanied byof traditional solutions based on air cooling.

increases in power consumption, and despite sustained system Thi fl f technol trends forebodes arave con-
design efforts to address power demand, significant technolog- IS confluence or technology trends grav

ical challenges remain that threaten to slow future bandwidth Sequences if power consumption continues along the present
growth. In this paper we describe the power and associated heat trajectory. Expensive liquid cooling may soon be required for

management challenges in today’s routers. We advocate a broad high performance routers. Increases in floor space and heat dis-
approach to addressing this problem that includes making power- - gination costs of new multi-chassis devices will cause increases

awareness a primary objective in the design and configuration . . .
of networks, a?wd in ¥he Jdesign and implen?entation of r?etwork in the cost of operating network points of presence (PoPs) and

protoc0|s_ We Support our arguments by providing a case Study W|" require Signiﬁcant inVeStmentS in new faCi|i'[ieS. In the
of power demands of two standard router platforms that enables long term, this could lead to a slowing of the rate of decrease
us to create a generic model for router power consumption. We of the cost of carrying traffic, which may well have a chilling
apply this model in a set of target network configurations and effect on the continued growth of the Internet.

use mixed integer optimization techniques to investigate power In this paper. we examine the problem of DOWer-awareness
consumption, performance and robustness in static network IS paper, we exami p p

design and in dynamic routing. Our results indicate the potential N Wire-line networks. We argue that to combat the grim
for significant power savings in operational networks by including scenario described above, we must go beyond current efforts
power-awareness. focused only on system-oriented power management. We
describe two directions that we believe will lead to substantial
reduction in power requirements for network devices: power-
In the last decade, the Internet transformed from a coraware network design and power-aware protocol design. We
puter network used primarily by academics into a worldwiddescribe these areas in Section Il and support our arguments
communication medium with significant impact on the globahrough a series of experiments examining the application of
economy. The role of the Internet will perhaps be even mopawer-awareness in network design and routing.
important in the future, prompting Ray Ozzie, Microsoft's We begin by measuring the power demand of two widely
CTO to recently state that “We're in a new era—an era insed routers over a range of configurations. This enables
which the Internet is at the center” [1]. The tremendous growtls to create a generic model for power consumption of
in the number of end users and their network connectioretwork devices. We apply this model in a set of network
speeds has resulted in a consistent, exponential increase inttiplogies and associated traffic matrices to investigate power
bandwidth demand. To keep pace, Internet Service Provideemand in network design. In optimization terms, the resulting
have relied on similar growth in bandwidth and capacities édrmulation is a design problem overlaying a multicommodity
routers and switches. These performance improvements haeéwork-flow problem. By formulating this problem as a
been accompanied by a decrease in the cost per byte of traffiixed-integer program and solving it with the help of state-
which has further fueled the growth of the Internet by makingf-the-art modeling systems and optimization methods, we
connectivity more affordable for everyone. are able to find system configurations that minimize power
Today’s high performance router line cards handle mosbnsumption while preserving performance and robustness re-
data plane traffic processing tasks with specialized ASIC hagliirements. Using the lessons learned from these experiments,
ware. Decreasing feature sizes in semiconductor technologg assess the potential impact of power awareness in routing.
have contributed to performance gains by allowing higher Specifically, we consider how routes might be adjusted on
clock frequencies and design improvements such as increassdtively coarse time scales such that network-wide power
parallelism. The same technology trends have also allowednsumption can be minimized. The intuition is that well-
for a decrease in voltage that has reduced the power peown daily fluctuations in traffic load may offer opportunities
byte transmitted by half every two years as illustrated ito reroute traffic in order to save power. Through further ap-
Figure 1. However, since the rate at which line card speeplication of mixed integer optimization enables us to establish
increase is greater, there has been an ovieretasein power a minimum power consumption profile for a set of random
density. Unfortunately, the power efficiency of the underlyingetworks with increasing levels of connectivity. The results
technology is starting to plateau, and as the power saving@wer savings are possible, although additional work will be
due to technology improvements slows down, the rate ofquired in order to realize these possibilities in operational
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by Applegate and Cohen uses an optimization framework to

investigate how changing traffic profiles can affect network uti-

lization [13]. Our approach to investigating power-awareness
— is similar in that we consider both network topologies and

/ traffic matrices. Zhanget al. use an optimization framework

to consider the problem of how to generate a set of routes that
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MHz-gate / uW traffic matrices [14]. Aspects of our general approach and
| Line card power (Watts) . .. .
; ‘ : analysis methodology are similar to that work. Finally, op-
1998 2000 2002 2004 2006 timization methods have also been applied to network design

and provisioning problems. A canonical reference is [15]. To
Fig. 1.  Line card versus bandwidth versus power demands since 1988 best of our knowledge, there is no prior work that considers

NOTE that Watts and Microwatts are used in power demand to show t@ _ ; irali ;
general trend. Data sources: IBM (MHz-gate/uW), Cisco Systems (Relati g)wer awareness in wire-line network des"‘:]n'

bandwidth, Line card Mb/s / Watt, Line card power) IIl. POWERAWARE DESIGN SPACE

We argue that as we near the basic limits of today’s semi-
environments. conductor technology, a much more comprehensive treatment
of the power density problem in routers is required. Three
areas that we believe hold the most promise include power-

McKeown has identified increasing power density trendsvare system design, power-aware network design and power-
in routers in several talkse(g., [2]). In [3], he and his co- aware protocols. While power-aware system design is not the
authors describe the use of optics in routers as a means ffmus of our work, understanding the methods typically used
scaling capacity and reducing power consumption. Similarlgy router manufacturers to reduce power consumption and
Minkenberget al. highlight power consumption as one amongnitigate heat informs our approach to power-aware network
a number of issues and trends in the design of packet switnid protocol design. In this section, we provide an overview
devices [4], while Wassal and Hasan investigate methodteach of these three areas.
for decreasing power consumption in interconnection fabrics
in [5]. Our perspective is that power consumption and heat d
sipation have fast become the primary issues in router systenBandwidth growth has been based to a large extent on new
design. Furthermore, any reduction in size or computatiorddvelopments in CMOS technology. Standard techniques for
complexity of critical components in network systems wilpower efficient design in router ASICs include clock gating,
reduce power density, and we believe all aspects of systepiscess-specific supply voltages, and reducing supply voltages.
must be considered. One of the arguments in our paperBist, as Figure 1 shows, the rate of CMOS power efficiency
that resource reductions similar to [6] might be possible-dmprovement is slowing, which has led to innovations in
especially if basic design requirements can be modified. router system design to address the associated heat dissipation

In [7] Gupta and Singh suggest the idea of energy conseequirements. Two additional methods for keeping up with de-
vation in Internet systems. The thesis of their paper is thatand for exponential bandwidth growth within the constraints
components in network devices can be put to sleep (or imd traditional air cooling include:
energy saving modes) with some changes to Internet protocold) Multi-Chassis Systemsviulti-chassis routers allow sep-
in order to save energy. Their idea of coordinated sleepingagate physical components to be clustered together to form
similar to our notion of power-aware routing. They explora single logical router. A common architecture for a multi-
this idea in a wired LAN setting in [8]. We consider a morehassis router consists of several line card chassis connected to
coarse-grained network design and routing approach. a non-blocking scalable switch fabric chassis. Multiple chassis

There is a large literature on power-awareness in mobile ablve the bandwidth scaling problem by providing a growth
hoc and wireless networks. Joretsal. provide a useful survey path that does not rely on increasing the bandwidth density
of many of these techniques [9]. There are also a numbard power density. Although the aggregate power consumption
of complementary studies on improving energy efficiency imcreases, the heat load is spread over a large physical area
operating systems for mobile devices.d., [10]). Likewise, which allows existing air-cooling techniques to be used, at the
the computer architecture community has been concerned withst of requiring additional physical space in a PoP.
energy consumption in chip design for some time and has2) Alternative SystemsThe optical switch has long been
developed a variety of methods for addressing this probleronsidered the primary candidate for replacing the electronic
(e.g.,[11], [12]). Despite these advances, serious challengesiter. Pure optical switches have the allure of being able to
remain in developing and deploying energy efficient systerpsovide terabits of bandwidth at much lower power dissipation
and protocols irwire-line networks. than electronic switches. Furthermore, they can be almost

Optimization techniques have been applied to many diéntirely bit-rate independent because of their ability to switch
ferent problems in communication networks. Recent woik broad spectrum of light (hence many wavelengths may be
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switched simultaneously). The practical use of optical switch&his notion fits quite well with the traditional end-to-end
has been hampered over the years by several problems. Fagjuments [16], and perhaps provides additional perspective
the number of ports has been limited by technology to less thaeyond performance considerations. While power-aware pro-
100. This limitation makes them suitable only for the core dbcols have been investigated for some time in the wireless
the network. However, use in the core of the network requiresntext, we believe there are many opportunities for valuable
long-haul capability which in turn requires complex opticatlevelopments in wire-line networks.
network engineering to achieve long transmission distancesAs described in Section Il, perhaps the most basic notion
A second problem is that significant optical buffering is natf power-aware protocols include mechanisms for putting
currently feasible. Nevertheless, optical technology continuesmponents to sleep. Development of new data link and
to evolve and may have an important impact on reducinguting protocols could{i) make traffic profiles more efficient
power consumption in the future. (e.g., auto-negotiate PPS rate or minimum packet sifd),
, enable portions of a line card to be turned off (if certain
B. Power-aware Network Design features or ports are not in use), (i) enable entire line
Power-awareness in network design offers the opportunity¢ards to enter a hibernation state (which could be an objective
deploy routers over a set of PoPs such that the aggregate powfea power-aware routing protocol). We consider the potential
demand is minimized while requirements for robustness aimpact of power-aware routing protocols in Section VI, but
performance are satisfied. We envision two approaches towalets/e development of such a protocol for further work.
this goal. First, there are likely to be multiple router-level
network topologies that can satisfy a given set of capacity,
robustness and power consumption design objectives. OuiVe begin our investigation of power-awareness in network
guantitative evaluation from Section VI demonstrates thdesign and routing by conducting an empirical study of
being aware of power consumption when designing netwoplower consumption in two widely used routers. We begin
topologies can result in significant power reductions. Secorigy, measuring the gross characteristics of power consumption
the network can be designed such that power-hungry packeibugh experiments with different combinations of line cards
processing operations are limited to a subset of the routersn each chassis. We then measure the more subtle aspects of
Current network design, configuration and managemegmbwer consumption on a single device through experiments
practices are based on deploying and maintaining infrastraver a range of (soft) configurations and operating conditions.
tures that are extremely reliable, provide performance thake use the combined set of measurements in formulating a
enables competitive service level agreements and offer a segeheral model for router power consumption.
features and services that are attractive to a broad range of cus- o o
tomers. To accomplish these goals, network architects typicafly 'dle Chassis/Line card Combinations
build infrastructures that are densely interconnected with manyin our first set of experiments, we measured the power
redundant paths using state-of-the-art high bandwidth routensumption of twoidle router chassis with different com-
in the core, lower bandwidth but high connection densitginations of line cards installed. Our target platforms were a
distribution routers around the core and even lower bandwidflisco GSR 12008 and a Cisco 7507. The 7507 is a seven
access routers and switches at the periphery. It is importantstot device that can accommodate up to 1 Gb/s per slot and
note that equipment manufacturers have traditionally providéeddesigned for operation at a network edge. The 12008 is a
the most functionality in core routers, which is likely toten slot device (two are dedicated to the switching fabric) that
have been a consequence of the large processing capacitgasf accommodate up to 4 Gb/s per slot and is designed for
these systems as well as competitive and economic factargeration in a network core. The line card configurations we
As a result, network design, configuration and managemersed for these two routers is shown in Table I. While these
practices have been organized around taking advantagecaoffifigurations were chosen to be representative of a range of
these capabilities in the core and to a lesser extent on ttmmmon networking technologies, the hardware is produced
edges. by one vendor so the configurations cannot be a guarantee of
With respect to power-aware network design, the long terthe general applicability of the benchmarks.
objective is to replace power-hungry systems in the core withOur power measurement device was a Fluke 189 digital
lower power systems that still provide required reliability anchultimeter equipped with an i200s AC current clamp [17].
performance. By understanding the power demands of todalparing our experiments this measurement clamp was attached
routers and switches under different configurations and traffix the power cable of the router. This set up enabled us to
loads, ISPs have an opportunity to develop power and he@a¢asure system-wide power consumption in our experiments.
budgets for their networks that can save energy costs andExperiments began by setting up a specific router/line-card
potentially reduce equipment footprints in PoPs. configuration. Cables were removed from all interface ports on
installed line cards, and line cards that were not used in a given
test configuration were removed from the chassis. Each test
The final dimension of power-awareness that we advocdiegan by turning on the router and then waiting for sufficient
is in the design and implementation of network protocoléime for it to initialize. We then measured power consumption

IV. BENCHMARKING ROUTER POWER CONSUMPTION
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TABLE |

o
ROUTER/LINE-CARD CONFIGURATIONS USED IN POWER CONSUMPTION &
BENCHMARKING EXPERIMENTS
o
S |
©
Chassis Slot Line Card Abbreviation "
0 Empty None g 8|
1 4 port GE line card 4GE B Chassis Chassis | Chassis | Chassis | Chassis | Chassis | Chassis
2 4 port OC-3/POS line card oc-3 - ZxT:';c 2x'zpsc ZXT:';C 2x'zpsc 2x?:';c
3 1 port OC-48/POS line card 0OC-48 g | oc-48 | oc-12 | oc-12 | oc-3
4 10 Gb/s Switching fabric CsC N 2x4GE | OC-12
5 10 Gb/s Switching fabric CsC 0cC-48
6 4 port OC-12/POS line card ~ OC-12 o e
7 4 port GE line card AGE
8 Route Processor RP . . ) . .
9 Empty None Fig. 2. Power consumption for different configurations of the GSR.

Each configuration is labeled according to the installed line cards per the

(a) Cisco GSR 12008 configuration. abbreviations in Table lla.

Chassis Slot Line Card Abbreviation

0 1 port GE line card GE

1 1 port FE line card FE

2 Route Processor RP g _

3 Empty None ]

4 1 port FE line card FE |

5 1 port DS1 line card DS1

6 1 port FE line card FE g |
N

(b) Cisco 7507 configuration.

Watts

Chassis |Chassis [Chassis |Chassis |Chassis |Chassis |Chassis |Chassis
RP RP RP RP RP RP RP
FE GE DS1 2xFE 2xFE 3xFE
DS1 GE

50 100

once per second over 200 seconds for the GSR and 400

seconds for the 7507. The longer measurement period for the

7507 was due to a higher degree of variability during tests. The

power consumption measurements were then averaged overd§es.  Power consumption for different configurations of the 7507.

test period. Each configuration is labeled according to the installed line cards per the
The measurement results for the GSR are shown in Figur@bgreviations in Table lib.

and the results for the 7507 are shown in Figure 3. For

each configuration we observe that the base system) ( i Kstati dh q il 1P .

chassis plus a router processor for the 7507, chassis p|u§°H:m0 ity ngr st::;tlc_)n end obSI;SIFIr']k ctomrr|1erC|a drogt[[n%

router processor plus switching fabric for the GSR) consumag>rems contigured in a dumbbeti-ike topology as depicte
Figure 4. We used 20 workstations for traffic generation,

more than half the maximum observed power consumpti h of which had a Pentium 4 processor running at 2 GHz
for any configuration. For the GSR, the base system consu
y 9 y [ petter, at least 1 GB RAM, and an Intel Pro/1000 network

approximately 430 Watts, and the 7507 base system consumne ) :
aggroximatelz 210 Watts y r|$1terface card. Each host was configured to run either FreeBSD

As line cards beyond those required for the base system gr‘el or CUnUXGS&)% End hOSt’Z ﬁ ackzt Lraﬁic hwas ag_greggtng
installed, the level of power consumption increases in discretg'nd ~1Sco routers and flowed through two Cisco

steps depending on the line card type. For example, the OIJTg_OOSS. Three parallel Gigabit Ethernet links connected the

port OC-48 card in the GSR consumes an additional 70 Wat?éoos to the GSRs, and the GSRs were connected via a OC-

while the one-port FE card in the 7507 consumes an additioﬁ1 link. . o
25 Watts. Table Il shows average power consumption for 1€ focus of our evaluation was a 4-port Gigabit Ethernet
several other line cards. For the GSR, we note that the b&Si9ne 3 line card in the GSR chassig,, the ingress line

configuration plus the one-port OC-48 line card consum&&rd for the device under test (DUT) in Figure 4. This line
about the same power as the base configuration with a foG®"d has an internal capacity of approximately 2.5 Gb/s at 4

port OC-12 line card. These cards have the same internal
bandwidth (2.5 Gb/s) and have similar feature capabilities TABLE Il

(each is designated “engine 27). Overall, the base system iS  RoUTER LINE CARD POWER CONSUMPTIONNO TRAFFIC).
the largest consumer of power on either system, even in the
most dense configurations we examined.

0
L

. . Line card type Power (watts

These results lead directly to the conclusion that from a 7 port Gt’ép gé )
power-aware perspective, it is best to minimize the number of 4 port OC-12/POS 72
1 port OC-48/POS 70

chassis that are powered at a given PoP, and to maximize the

number of line cards per chassis. (@) GSR line card power consumption.

Line card type Power (watts)
" . . P 1 port Fast Ethernet 26
B. Effects of Configuration and Operating Conditions 1 port Gigabit Ethernet 30
To understand how configuration and operating conditions 1 port 1.544 Mbls DS1 49

affect power consumption, we set up a testbed consisting of (b) 7507 line card power consumption.



million packets per second (Mp/s). signed to measure power use during OSPF routing
The Harpoon traffic generator was used for creating constant  updates. The configuration is the same as #3, plus OSPF
bit rate UDP traffic, as well as self-similar TCP traffic [18]. link state advertisement traffic that arrives every 15
We used a class B networR'¢ addresses) for source ad- seconds resulting in forwarding table updates.
dresses, and another class B network for destination addressesigure 5 shows box-and-whiskers plots for the baseline/idle
Each experiment was run for 10 minutes. We configuregtenario, and for three packet sizes for constant-bit rate scenar-
the multimeter to store its average value every second, thys. The interquartile range with median is shown, along with
providing 600 data points per experiment (the first and last e range of values (including any outliers). The important
seconds are omitted). We report first order statistics on poweatures of this plot are(j) the difference between the idle
consumed using the digital multimeter described above for theenario and the scenarios where packet traffic is present;

following configurations: (i) the increasing trend in power consumption as packets get
smaller (or, alternatively, as packet rate increasés); the
it gneorross o fow vt generator osts absolute difference between the idle state and the scenarios
B oo e caoeso A with packet traffic is about 20 watts.
@%ﬁg 3(' S - - Figure 6 shows box-and-whiskers plots for the baseline/idle
undar st “azy scenario along with various features enabled for constant bit

1)

2)

3)

4)

5)

6)

7

8)

9)

10)

11)

rate traffic with medium-sized packets. While power consumed
is similar in each of the non-idle cases, the highest consumer
is the uURPF scenario. Interestingly, the power consumed in
Baseline/ldle. This experiment establishes a power ugR case with a large forwarding table versus the baseline
baseline against which other experiments will be com-000-entry table is actually less. Also, while the median
pared. No traffic flows through the DUT. power consumed in the ACL scenario is about the same as
Data plane/Small packets. This experiment is designgfk baseline medium-sized packet scenario, the variability is
to measure power use when the data plane switchgsmewnhat higher.

small packets. The forwarding table at the DUT consists Finally, Figure 7 shows box-and-whiskers plots for the base-
of about 1000 entries. Traffic consists of constant biihe/idle scenario along with the baseline self-similar traffic
rate, 100 byte packets at just under the 2.5Gb/s capacilyd self-similar traffic with NetFlow and RED scenarios. In
of the 4-port GE line card. This setup results in approdeach of the self-similar traffic scenarios, the power consumed
imately 2 Mp/s of traffic through the line card. is about the same as for the large-sized packet constant bit rate
Data plane/Medium packets. Same as #2, but with 5&Benario. For each of the self-similar scenarios, the variability
byte packets. This setup results in approximately 548 higher than for other scenarios.

Kp/s through the GE line card. The maximum variation in power use in our experiments,
Data plane/Large packets. Same as #2, but with 1588out 20 watts, is for a two line card configuration on the
byte packets. This setup results in approximately 2@8SR (the ingress GE card, and the egress OC-48 card). With
Kp/s through the GE line card. a fully loaded 12008 chassis, we extrapolate this difference
Data plane/Forwarding table. This experiment is dés be between 150 and 200 watts or about 10% of the
signed to measure power use when a large forwardifgted maximum. Clearly, these effects are less significant than
table (about 32,000 entries) is configured. Traffic is th@ose related to chassis/line card configurations, but cannot
same as #3. be discounted. Furthermore, the relatively high baseline of
Data plane/Bursty traffic. This experiment is designed #bout 755 watts indicates that there may be opportunities for
establish baseline power use for self-similar TCP traffigow power/hibernation modes for different components on this
Harpoon is configured to produce, on average, 75% &jstem or for designing their power consumption to be tied
the 2.5Gb/s capacity of the 4-port GE line card. more directly to load.

Features/ACLs. This experiment is designed to measure

power use when a 1000-entry ACL is configured. Corg' A General Model for Router Power Consumption

figuration is otherwise the same as #3. The benchmarking results reported above lead to the
Features/uRPF. This experiment is designed to measfaéowing generalized model for router power consumption:
power use when unicast reverse path forwarding is used. N

Configuration is otherwise the same as #3. _ . '
Features/AQM: This experiment is designed to measurePC(X) = CC(wo) + ; (TP@io,zi) + LCC(war)) (1)
power use when RED (default configuration) is turned B

on. Traffic is the same as #6. The power consumptiol”C of a router is determined by
Measurement/NetFlow. This experiment is designed its configuration and current use. The vectordefines the
measure power use when NetFlow (default configurahassis type of the device, the installed line cards and the
tion) is enabled. Traffic is the same as #6. configuration and traffic profile of the device. The function
Control plane/OSPF updates. This experiment is d€'C(xg) returns the power consumption of a particular chassis

Fig. 4. Laboratory testbed.
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at about 2.5 Gb/s, along with idle baseline.

Results for constant bit rate UDP traffic with different packet sizésig. 7. Results for self-similar traffic at an average offered load of 75% of
the GE line card capacity of 2.5 Gb/s with NetFlow and RED enabled, along
with idle baseline.
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but sophisticated heuristics (in particular, branch-and-bound
techniques and cut generation techniques) can be used to solve
many instances of these problems in a reasonable amount of
. time, especially when guided by a user with problem-specific
— knowledge.

A. GAMS Based Optimization

Our model takes as input a network annotated with OSPF
link weights, a traffic matrix for this network, and line card and
Results for constant bit rate UDP traffic with medium packet siz(éhas‘SIS optlons. fqr pr'OV|S|on|ng each ”Oqe of the network. As
output, the optimization process determines how each node
should be provisioned in order to minimize network-wide
power consumption. It also discovers the multipath routing to
type, N is the number of line cards that are acti¥&?(x;9) is be used for traffic from each origin-destination (O-D) pair in
a scaling factor corresponding to the traffic utilization on thihe traffic matrix. In optimization terms, our model is a mixed-
router, andLC'C(x;1) gives the cost of the line card in a basénteger resource allocation problem with multicommodity flow
configuration. The cost of traffic can be any function and ionstraints.
dependent on the configuration of the router and the amount ofe introduce some notation to describe the parameters and
traffic. We use this model in the following section to formulateariables in the model and the relationships between them.
our optimization problem for power-aware network design. 1) Network topology: a set of nodés2, ..., N (for which
we typically use the generic indicésand j) and an arc
setarc, in which a directed arc from nodeto nodej

We use a flexible optimization framework to allocate re- is denoted byi — j. Weights on the arcs correspond to
sources in target networks in a power-aware fashion. To OSPF link weights.
promote power-awareness, we focus on allocation of line card®2) Parameters that represent possible hardware configura-
and chassis over target networks. While traffic was shown in  tions. These include the available chassis 1,2,...,C
Section IV to have some impact on the power consumption of  and line card models = 1,2, ..., L. For each chassis,

a line card, the costs of powering the chassis and the line cards costc(c) is the operating cost in Watts. We denote the
themselves dominate the overall power profile of a network, = number of line cards of typé that can be accommo-
and we ignore theél'P term in Equation 1. In addition to dated in chassis as ¢ .. For each line cardsosty (c)
standard network hardware functionality, for coarse-grained denotes the cost in Watts for operating the line card. In
routing analysis, we assume that service providers can dynam- addition, for each line cartlan effective maximum card
ically power on/off line cards and chassis. In this section, we  throughputT; in bits per second is assigned, along with
describe how the network design problem can be formulated the number of ports availablg, for a line card.

as a multicommodity flow problem with design variables that 3) Traffic. We use the standard multicommaodity flow prob-
indicate the configuration (line cards and chassis) at each node. lem formulation where for each O-D pair a commodity
The number of integer and binary variables in the formulation  is allocated. Given a specified flo#y p from nodeO

is not exceptionally large, but the very large number of  to nodeD, we set the supply of commodi§O, D) at
commodities (each commodity representing traffic between an node O to be dp,p, and the supply at nod® to be
origin-destination pair of nodes), together with the associated —do p, with a supply of zero at all other nodes. The
flow-balance constraints, makes the full problem quite large. amount of flow fromO to D that is routed along the
In general, mixed-integer programs are known to be NP-hard, arci — j is denoted byf;_.;(O, D).
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with different features enabled, along with idle baseline.

V. OPTIMIZING POWER CONSUMPTION



Our model determines the flow routing variables We considered a number of power-aware objective func-
fi—;(O,D) along with the numbermn; (i) of line cards tions. A function based solely on minimizing the cost of
of type [ that are allocated to chassisat nodei, and the provisioning the network is as follows:
numbern.(i) of chassis of type: that have been allocated , ~

L
at nodei. (Clearly, my,(i) andn.(i) are integer variables) — §~%~ KZ costL(l)ml,c(i)> +costc(c)nc(i)]- (5)
=1

Our formulation leverages standard multicommodity flow

constrgints, pllus a number of constrgints that are specific tc\Ne implemented this model using the General Algebraic

allocating devices. These cghstralnts include: . Modeling System (GAMS) [19], which is a high-level lan-
1) There must be a sufficient number of chassis at eagfiage for optimization model development. GAMS translates
node to accommodate the line cards selected by t§§:h models into a form that can be recognized by codes for
model: solving optimization problems, such as the CPLEX [20]. Once
Z my,(i) <nei), i=1,2 N c—1.2 C the optimization code solves the problem, GAMS interprets the

ae — 7 L 77T T solution in terms of the user-specified model.

2 CPLEX implements a state-of-the-art branch-and-cut solver

2) The total amount of traffic being routed through thifor Mixed-integer programming, which combines a branch-
node can be accommodated by the selected line carddld-bound strategy for the integer variables with the gener-
ation of additional constraints (“cuts”) that exclude regions

Yimjeares 20,0y [imi (O D)+ 35 do, of the feasible space that are determined not to contain the
< 26021 Zlel mue(i) * Ti, 3) solution. However, our problems are Iarge and complex.even
by the standards of the best optimization software available
fori=1,2,...,N. Note that we define the amount oftoday, and default settings for GAMS and CPLEX are in some
traffic to be handled by the line cards at nodeo be instances inadequate. We need to set various options (such as
the amount of traffic flowing out of the node, plus thénstructing the solver to search for the network structure, to
amount of traffic for which node is the destination. generate cuts of various types) and define branch ordering for
The later term is obtained by summing the quantitiage integer variables in order to obtain solutions in a reasonable
do,; over all possible origin node®. By avoiding any amount of time.
double counting of the traffic through the node we are i i
modeling the full duplex properties of our line cards. B+ Strawman Configurations
3) The number of arcs either entering or leaving nodeat We do not have ground truth power consumption mea-
have nonzero flow must not exceed the total number sfirements for any live network, or the number and type of

i=1 c=1

1:q1,>0

ports available at the node: hardware devices deployed in live networks (this information
is highly proprietary). We therefore endeavor to create realistic
count;jzi( Z fi=;(O, D) #0V (4)  test network configurations that can be used to assess the
(0.D) impact of power-awareness in network design and routing. To
Z fi—i(O,D) #0) do this we choose the chassis and line card with the smallest
(0.D) power usage per bit when a chasdiss filled to capacity with
line card of typeM which we proceed to allocate uniformly
< szz,c(i)ﬂ, across the network. This allocation is done in a bin packing
=1 1=1 fashion, where the traffic assigned to each node is computed

ahead of time with a shortest multi-path objective function

for i = 1,2,..., N. This constraint is implemented by X
given OSPF weights.

introducing a binary variablé,;_.; for each arci —
7, which takes the value zero when no flow is routegt. Test Networks and Traffic Matrices
along the ar@ — j, and1 otherwise. These settings are

! . Our power consumption analysis uses annotated networks
enforced by applying the constraints

with inferred weights and link latencies provided by the
Z fi;(0,D) < bi;Ci;, Rocketfuel project [21]. The two largest annotated networks
(O.D) in this database are beyond the computational capabilities of
our mixed-integer optimization formulation. To generate a syn-
thetic traffic matrix from the graphs provided by Rocketfuel,
we use a gravity model [22] in a manner similar to Applegate
and Cohen [13] where the inferred link weights are used
to calculate approximate bandwidths of each link at a node.
These bandwidths are used in the gravity model to derive the
_ c L proportion of traffic for which each node (PoP) is responsible
Dby <Y mueli)P, i=1,2,...,N. and therefore how much traffic it sends to all the other nodes.
J#i c=11=1 In addition, we consider three simple graphs with a small,

where C;_,; is the capacity of the linki — j. A
second set of binary variablés; can be defined along
with appropriate constraints, to ensure thaj = 1 if
eitherb,_.; = 1 or b;_; = 1, andb; ; = 0 otherwise.
Constraint (5) is then formulated as follows:



constant number of nodes and varying numbers of directed
edges. The random graphs were created with the Brite network
generator [23] utilizing the Waxman method.

1221
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6461
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TABLE Ill
TEST NETWORKS USED IN OUR POWER CONSUMPTION STUDYHE
DESCRIPTION FOR THEROCKETFUEL NETWORKS INCLUDE THEISP NAME

15000
I

AND AS NUMBER, WHILE THE RANDOM GRAPHS GENERATED BYBRITE
HAVE LABELS BEGINNING WITH RAND. @
E o
2 34
Description Nodes | Directed Edges —
Telstra (AS) 1221 7 18
Ebone (AS) 1755 18 66 °
Exodus (AS) 3967 21 72 8 -
Abovenet (AS) 6461 17 74 0
Rand24 12 24
Rand48 12 48
Rand134 12 134 o
X0.1 X1.0 X10.0 X20.0 X30.0 X40.0
VI. EXPERIMENTAL RESULTS Scaling Factor

Usmg_ the_GAMS_ framevyork ajnd the test networks l_IStegg. 8. Power consumption for the test networks described in Table IIl. The
above, in this section we investigate power consumption (iRear scaling factor is based on initial traffic loads derived using the gravity
network design and routing. The network design problemedel as described in [13].
considers how different chassis/line card configurations might
be deployed in a network such that provisioning requirements
are satisfied while power consumption is minimized. In odfr five of the test networks. All optimization results are
experiments, we consider a range of possible chassis/IM#hin 10% of optimal unless otherwise stated. The graph
card configurations based on our benchmarks presentedsipws a relatively wide range of power consumption based on
Section 1V, we vary provisioning requirements by SCaiinQrOViSioning requirements. In most cases, as the Scaling factor
the traffic loads in the test networks. The routing problefRcreases, power consumption increases in a step function-like
considers how traffic flows might be altered in order to put lin@anner related directly to additional line cards and chassis.
cards and/or chassis to sleep during periods of low utilizatiohh€ reason that power consumption for a scaling factor of 0.1
In this case the chassis/line card deployment is fixed, aifdthe same as for 1.0 is due to our choice of line card. Had
traffic load is varied. We stress that the objective of our studye used a lower capacity line card, lower power consumption
is to expose the relationship between power consumptidfl fractional scaling factors would have been evident.
network configuration and provisioning and that the specific We conducted many other experiments that relaxed some
values for power consumption presented below are meaning®lil the constraints with respect to line cards per chassis,
only in a relative sense. chassis types and line card types. Space limitations prevent

Traffic is scaled for each origin-destination pair in our traffi@ detailed description. However, the important observation is
matrix using a simple linear scaling factor. This scaling wabat minimum power consumption coincides with chassis’ that
necessary because the compacted graphs removed redureRihtaccommodate large numbers of line cards and line card
links between and within nodes, and we want to analyf@pacities that closely match demand.
networks over a range of demand where demand can alsdn order to assess the potential impact of power awareness
relate to provisioning requirements. As the scaling factdn the routing context, we focused our attention on the random
increases, the solvers use the traffic matrix and basic topolowgtworks which have a range of connectivity. The extra links
to allocate an appropriate number of chassis and line cardgeavide redundant paths between nodes, thereby increasing ro-
each node. Multiple line cards are allocated for one link whdnstness. They also provide an opportunity for power savings
necessary for the capacity constraint. Note that a link may nghen demand on the links falls below a minimum threshold.
be specified between two nodes if there is no correspondiiigthese instances, our solver will, in effect, shunt traffic to
connection in the basic topology. an alternate path in order to minimize the number of line

Our first network design analysis uses a model that ondards and chassis in use. We first find the power use in each
includes one instance of a chassis (the GSR) and one instagksph using a specific chassis/line card combination and using
of a line card (the OC-48) and we allow 10 line cardsimple shortest path routing and no power-awareness. This
per chassis. Limiting the design space enables the modelsttawman serves as the baseline for comparison for analyses
converge relatively quickly (two hour running time on a higlthat include power-awareness. Power savings based on the use
power workstation in the worst case). The relatively highf two different line cards are shown in Table IV. In all cases
capacity of the line card meant that scaling factors had the solutions are within 11% of optimal.
be varied over a wide range in order to observe changes inThe drastic improvement as the number of links increases is
power consumption. Figure 8 shows the power consumptidoe in large part to the fact that the OC-48 card contains only



TABLE IV
POWER SAVINGS VERSUS SHORTEST PATINON-POWERAWARE RouTiNg Y NSF grants CNS-0347252, CNS-0646256, CNS-0627102.

IN THE RANDOM NETWORKS FOR TWO DIFFERENT CHASSISINE CARD  Any opinions, findings, conclusions, or recommendations ex-
CONFIGURATIONS pressed in this material are those of the authors and do not
necessarily reflect the views of Cisco or the NSF.

Network | Savings(%) Network | Savings(%)
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