
Optimized Regional Caching for On-Demand Data Delivery �Derek L. Eager Michael C. Ferris Mary K. VernonUniversity of Saskatchewan University of Wisconsin � MadisonSaskatoon, SK Canada S7N 5A9 Madison, WI 53706eager@cs.usask.ca fferris, vernong@cs.wisc.eduABSTRACTSystems for on-demand delivery of large, widely-shared data can use several techniques to improve cost/performance,including: multicast data delivery, segmented data delivery, and regional (or proxy) servers that cache some of thedata close to the clients. This paper makes three contributions to the state-of-the-art design of such systems. First,we show how segmented multicast delivery techniques, in particular the recently proposed high-performance dynamicskyscraper scheme, can be modi�ed to allow each object to be partially or fully cached at regional servers. The newpartitioned delivery architecture supports shared delivery between the regional and remote servers and improvesperformance even if one server delivers the entire object. The second contribution is an analytic model that can besolved to determine the full/partial object caching strategy that minimizes delivery cost in the context of a systemthat has homogeneous regional servers. Finally, results in the paper illustrate the use of the model and provideinsight into how the optimal caching strategy is in
uenced by key system and workload parameters, including clientrequest rate, the relative severity of the disk bandwidth and storage capacity constraints at the regional servers, andthe relative costs of regional and remote delivery. Two important conclusions from the results are: (1) it is oftencost-e�ective to cache the initial segments of many data objects rather than the complete data for fewer objects, and(2) the partitioned delivery architecture and caching partial objects can each greatly reduce delivery cost.Keywords: proxy caching, skyscraper delivery, multicast, optimization1. INTRODUCTIONThis paper considers optimized regional (or proxy) caching strategies for the web and other on-demand data deliverysystems that have two key features. First, the objects are su�ciently large and popular that it is cost-e�ectiveto use multicast or broadcast delivery methods. Such objects might include, for example, news clips, televisionshows, medical or recreational information services, popular product advertisements, or successful distance educationcontent. Note that even if the network does not support true multicast, simulated multicast can still be used toconserve server resources such as disk bandwidth. Second, the system uses a segmented delivery technique in whicheach object is divided into �xed increasing-sized segments that are multicast separately. A client, or an agentacting on behalf of the client, can receive a small number of segments simultaneously, and can bu�er segments thatare received ahead of need. This greatly increases the (cost-)sharing of the larger segment multicasts, which inturn greatly reduces the server and network bandwidth required to support a given client workload.19,20,1,13,10,12Segmented delivery techniques were originally proposed for real-time delivery of video and other continuous mediaobjects, but could also be employed for delivery of other large popular objects that do not have real-time constraints.We use the term multicast in the remainder of this paper to denote either multicast (e.g., via the Internet) orbroadcast (e.g., via satellite or regional cable network).The recently proposed dynamic skyscraper technique can provide true \on-demand" data delivery and has othercost/performance advantages over previously proposed segmented (as well as non-segmented) delivery schemes.10The �rst question addressed in this paper is how the dynamic skyscraper technique can be modi�ed such thatregional servers can cache just the �rst few segments of an object. Prior work on web caching as well as distributedvideo-on-demand (VOD) architectures has focused on the problem of determining on which server(s) to cache eachentire data object so as to optimize system cost/performance.16,2,4,6,21,5 However, in segmented multicasts, the�This research was partially supported by the Natural Sciences and Engineering Research Council of Canada under GrantOGP-0000264, by the Air Force O�ce of Scienti�c Research under Grant F49620-98-1-0417, and by the National Science Foundationunder Grant ACI-9619019.



initial segments are smaller and are multicast more frequently; thus large savings in remote server bandwidth canbe obtained at small storage cost in the regional server. Since there is also greater (cost-)sharing per multicast forthe later segments, it may be advantageous to cache the initial segments of many objects and to rely on remotemulticast delivery of the later more widely (cost-)shared segments, rather than fully caching fewer (highly popular)objects. In addition, caching the initial segments allows the regional server to provide quick response while hidingthe latency of communication with the remote server. Parallel work17 further shows that caching initial segmentscan facilitate workahead smoothing for variable bit rate continuous media delivery. We propose a new partitionedskyscraper architecture to enable these potential bene�ts. This partitioned architecture can also be employed toimprove dynamic skyscraper performance in the case that the entire object is delivered by a given server. A similarpartitioned architecture can also be developed for other segmented delivery techniques.Given a partitioned delivery architecture in which regional servers can cache partial objects and full objects, thenext question addressed in this paper is whether an analytical model can be devised and solved to determine theminimum-cost regional caching strategy for given delivery cost models. For a system with a remote server (i.e., theinformation source) and a set of regional servers, one would like to answer questions such as:1. If the regional service provider is di�erent than the remote service provider, which full/partial objects shouldthe regional server cache to minimize the use of the remote server, for a given �xed cost of the regional server?2. If the organization that owns a remote information source also pays for the regional caching and delivery, howshould the objects be partitioned between the remote server and the regional servers to minimize the overallcost of delivery to the end user?The model postulated in this paper can evaluate such questions for a system with one or more remote informationsources and a set of homogeneous regional servers. The model is developed for systems that use the proposedpartitioned dynamic skyscraper delivery technique, but it can be adapted to determine the optimal caching strategyin systems with heterogeneous regional servers or systems that use other segmented or non-segmented deliverytechniques, including conventional �rst-come �rst-serve (FCFS) delivery. In Section 5, we illustrate the use of themodel and obtain insight into how the optimal cache content is in
uenced by object popularity, the relative severityof the constraints on disk bandwidth and storage capacity at the regional servers, and other key system parameters.Two important conclusions from the experiments are: (1) it is often most cost-e�ective to cache many partial objectsat the regional servers, and (2) the new partitioned dynamic skyscraper architecture and the caching of partialobjects can each greatly reduce the minimum delivery cost.Section 2 describes the dynamic skyscraper multicast technique. Section 3 de�nes the new partitioned dynamicskyscraper architecture that allows regional servers to store partial objects. Section 4 develops the model for deter-mining the optimal cache content for a given relative cost of regional and remote delivery. Section 5 provides someresults and insights from applying the model, and Section 6 provides conclusions for this work.2. BACKGROUND: DYNAMIC SKYSCRAPER MULTICASTSThe parameters of a skyscraper multicast delivery system are de�ned in Table 1. The term channel refers to theentity used for a multicast and to the collection of server and network resources required to support the (multicastor broadcast) transmission of an object segment at a given delivery rate.Parameter De�nitionC total number of channels devoted to skyscraper multicastsK number of segments per object, and channels per skyscraper multicastn number of objectsN number of groups of skyscraper channels (N = C=K)sj size of the j'th segment (relative to the size of the �rst segment)T1 duration of a unit-segment transmissionW the largest segment sizeTable 1. Parameters of a Skyscraper System.



To simplify the system description and to gain initial insights into optimal regional caching strategies, the re-mainder of this paper assumes that all objects have the same length (i.e., amount of data) and are delivered at thesame rate. However, the system and the associated delivery cost model can be modi�ed to handle heterogeneousobject lengths and delivery rates.A key feature of a dynamic skyscraper system10 is that each object is divided into K segments with a particularprogression of relative sizes. The (smallest) initial segment is multicast most frequently, to reduce the time that aclient must wait to receive it. Each larger segment is multicast less frequently to reduce bandwidth usage.
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Figure 1. Example Skyscraper Transmission Schedule. (K = 8; W = 8)Each segment is transmitted on a di�erent channel according to a schedule such as the one illustrated in Figure 1.In this example, each object is divided into eight segments (i.e., K = 8), with relative sizes f1,2,2,4,4,8,8,8g, and thesegments are each multicast on separate channels, numbered 0� 7, respectively. For example, a client who receivesthe gray-shaded transmission on channel 0 will receive the gray-shaded transmission on each of the other channels.This client will have received the entire object once the segment on channel 7 has been delivered.The segment transmissions for a given object are each repeated on their respective channels a speci�c numberof times, constituting a transmission cluster, as identi�ed by the gray and striped shading in the �gure. Eachtransmission period marked with an X on channel 0 begins a new identically-structured transmission cluster whichcan be scheduled to deliver a new object's segments, in response to client requests. For the given sequence andalignment of relative segment sizes, a client that starts reception during any channel 0 period in a transmissioncluster can receive each of the other seven segments of the object, one per channel, with no pauses between segments,requiring simultaneous reception of at most two transmissions by the client. For example, consider a client whorequests the object just before the last striped unit-segment transmission on channel 0. This client will receive thelast striped transmission on each of channels 0�4, and then the gray-shaded transmissions on channels 5�7. All suchreception sequences, including the initial reception sequence for the cluster, share the same multicast transmissionon channel K.yMany di�erent relative segment size progressions are possible.10,12 Whichever progression is used, it is boundedby a parameter, W , and padded if necessary with W values up to length K, in order to limit the required clientstorage capacity. Note that a new transmission cluster begins on channel 0 after each W unit-segment transmissions(i.e., after a period of W � T1), as marked by the Xs in Figure 1. Note also that W � T1 is the duration of thetransmission cluster on each of the K channels in the group. The client bu�er space requirement can be derived fromFigure 1 by observing that clients who begins in the last unit-segment transmission period for a cluster will need tobu�er W � 1 units of data once they start receiving the transmission on channel K which is shared with the clientswho started W � 1 units earlier. This bu�ering capability is easily accommodated by a commodity disk.10The C channels that are provided for multicasting objects are organized into N groups of K channels each.The transmission clusters in the di�erent groups of channels are persistently staggered such that a new transmissioncluster starts on a di�erent group at a �xed spacing of W�T1N .yThe delivery technique is named \skyscraper" due to the shape that is formed by stacking the segment sizes one above the other.



If a client requests an object and it is not possible to join an on-going or scheduled transmission cluster for theobject, the object is scheduled for delivery on the next available transmission cluster that will be multicast in thefuture. Requests that require a new transmission cluster are scheduled in �rst-come �rst-serve (FCFS) order becauserecent results show that for �xed length objects, FCFS outperforms other proposed scheduling algorithms includingthe maximum factored queue length �rst (MFQ) discipline if both the mean and the variability in client waiting timeare considered.18 Furthermore, the cluster assignment can be done when the request arrives, and thus the systemcan immediately inform the client when the multicast will begin.The cost/performance of the dynamic skyscraper delivery technique is further enhanced by temporarily reassigningunused transmission periods to requests that are waiting for a unit-segment multicast in another active transmissioncluster. This optimization, called channel stealing, and another optimization called idle cluster catch-up, signi�cantlyreduce average client wait (e�ecting true on-demand delivery), as illustrated in Figure 2. The details of theseoptimizations, and the dramatic improvement in performance of dynamic skyscraper delivery over prior segmentedand non-segmented delivery techniques, are described in prior work.103. PARTITIONED SKYSCRAPER ARCHITECTUREThis section considers the application of dynamic skyscraper delivery in a system with regional (or proxy) servers thatcache some of the data. For simplicity, we describe the system in terms of a single remote server (i.e., informationsource) and multiple regional servers. The extension to multiple remote servers is straightforward.In one scenario, the information source might transmit via satellite and the regional servers might each transmitrequested satellite content as well as locally-cached content via a cable network. In such a scenario, regional deliveryof initial segments can be tightly synchronized with the remote delivery of later segments of the same object. Withappropriate multicast support, or perhaps with simulated multicasts, the proposed partitioned dynamic skyscraperarchitecture can also be employed when objects are delivered over the Internet or other commodity networks. Forthis context, de�nition of an e�cient mapping between channels and multicast groups and the small modi�cationsthat are needed to accommodate the uncertainty in network delivery times in the case of real-time playback, is leftfor future work.3.1. A Naive Dynamic Skyscraper SystemIt is relatively straightforward to devise a system with regional caching that uses the dynamic skyscraper deliverytechnique if each object is either delivered entirely by the remote server or is cached entirely at the regional server.In this case, the regional server might (1) allocate (or account for) regional bandwidth to be used for remote servermulticasts requested by its clients, based on the (projected) transmission time at the remote server, and (2) use itsown transmission clusters for multicasts of locally stored objects. The regional server might also need to delay clientrequests for remote server multicasts and/or dynamically adjust the rate at which new regional transmission clustersare allocated, depending on the dynamic client workload and the total available regional network bandwidth.The situation becomes more complex when considering how the multicasts might be organized if the initial ksegments of some objects are cached at the regional server and the remainder of those objects are delivered by theremote server.z With partial object caching, a shared implementation of dynamic skyscraper is required. In themost naive implementation, whenever delivery of a partially cached object is requested, remote and regional serverscooperate to provide a complete transmission cluster on each regional network that might (eventually) need theremote portion of the multicast. Clearly, this might be very wasteful of bandwidth, as it might be the case that thetransmission is not used by the clients in a given region. However, if this is not done, then the problem arises as tohow to accommodate a new client request for a partially cached object at a regional server that is not carrying (orplanning to carry) a current (or scheduled) remote server multicast of the later segments of the object. It may againbe wasteful of regional network bandwidth to schedule the entire regional portion of a transmission cluster for theobject, since much of the new cluster will not be usable in the case that the remaining time for joining the remotemulticast is very short.Our proposed solution to this problem employs the concept of decoupled mini-transmission clusters (or mini-clusters) for the initial segments cached at the regional servers. These mini-clusters are allocated on-demand, allowingnew clients to join on-going (or scheduled) remote server multicasts, as discussed next.zNote that, for a given object, it is always more cost-e�ective to cache an earlier segment than a later segment of the object, due tothe relative size and multicast frequency of the segments.



3.2. A Cost-E�ective Partitioned Dynamic Skyscraper ArchitectureThe de�nition of mini-transmission clusters is enabled by the recursive structure of dynamic skyscraper transmissionclusters. For example, the portion of the transmission cluster in Figure 1 that is carried on channels 0 through 4 iscomposed of two consecutive smaller transmission clusters with K = 5 and W = 4, while the portion carried on justchannels 0 through 2 is composed of four consecutive smaller transmission clusters with K = 3 and W = 2.A mini-transmission cluster is de�ned as one of these smaller clusters, with the K parameter (denoted by k)equal to the number of segments stored regionally and the W parameter (denoted by w) equal to the (relative)size of the longest segment stored regionally. The basic idea is to deliver just a single instance of the mini-clusterin response to a user request, rather than the multiple repetitions of which a complete transmission cluster wouldnormally be composed. The multicasts of the remaining segments by the remote server retain the same deliverystructure (for those segments) that is illustrated in Figure 1. In the following, we denote the segments delivered bymini-transmission clusters the leading segment set, and the remaining segments the trailing segment set.As for full transmission clusters (with K segments), the channels for mini-cluster transmissions at each regionalserver are organized into groups of k channels each, and the channels for trailing-segment transmissions at theremote server are organized into groups of K � k channels each. The clusters in the di�erent groups at each serverare persistently staggered. For example, at each regional server a new mini-cluster starts on a di�erent group everyw � T1 divided by the number of groups of mini-cluster channels.A new client request for an object that is not currently being multicast (or scheduled to be multicast) at theregional server or at the remote server, queues at the regional server for a mini-cluster, and queues at the remoteserver for a trailing segment set transmission cluster. In this way, the transmissions of the leading and trailingsets of segments are decoupled. However, allocation is coordinated, so that the mini-cluster at the regional server isscheduled as early as possible (so as to minimize delay) and the transmission cluster at the remote server is scheduledas late as possible relative to the scheduling of the mini-cluster. This maximizes opportunities for other clients tojoin the trailing segment multicasts while avoiding any pause in the delivery for the �rst client.A new client request for an object that is not currently being multicast (or scheduled for multicast) at the regionalserver, but is within the catch-up window of an in-progress (or scheduled) remote transmission for the trailing segmentset, must be allocated (1) a new mini-cluster at the regional server, and (2) regional network bandwidth for theremainder of the remote server transmission cluster.xOne further optimization is made possible by the mini-clusters. Consider Figure 1, and suppose that the regionalserver caches the �rst �ve segments. In this case, a mini-cluster can be allocated to a new client request that arrivesjust before the multicast of the sixth segment by the remote server. This is (six unit periods) later than the lastunit-segment multicast on channel 0 in the standard skyscraper transmission cluster as de�ned in Section 2. Thispolicy maximizes the duration of the total catch-up window for the trailing segment set transmission cluster, whichcan be shown to be of length (W � sk+1 + s)� T1, where s is the sum of the sizes of the segments cached regionally,and sk+1 is the size of the �rst segment delivered by the remote server.A new client request can be satis�ed by an in-progress mini-cluster for the requested object at the regional site,as long as it arrives within the mini-catch-up window for that cluster. This catch-up window is at most of length(w � 1)� T1. However, if the mini-cluster begins closer than (w � 1)� T1 before the end of the catch-up window ofthe corresponding trailing segment set transmission cluster, the mini-catch-up window will be smaller, since it is onlypossible for a request to join an in-progress mini-cluster if it can also join in with the corresponding trailing segmentset cluster. The variable size of the mini-catch-up windows is accounted for in the optimization model developed inthe next section.Increasing the size of the total catch-up window implies increases in the client storage requirement and in thenumber of segment multicasts a client must be able to receive simultaneously. Speci�cally, the maximum storagerequirement (as measured in unit-segments) is W � sk+1 + s rather than W � 1. For the f1,2,2,4,4,...g segment sizeprogression, if k = K� 1 or if the �rst two segments delivered by the remote server are of the same size, clients mustxNote that as long as more than one segment is stored at the regional server, the sum of the sizes of the segments cached regionally isgreater than the size of the �rst segment delivered by the remote server. In this case, the mini-cluster can be scheduled at any point withinthe catch-up window. In contrast, storing only the �rst unit-segment of an object regionally requires signi�cantly tighter synchronizationbetween remote and regional servers to avoid pauses in delivery. (Consider the case in which a regional client request arrives just afterthe beginning of a remote server multicast of the �rst two-unit segment.) Thus, in the remainder of the paper we assume k 6= 1.



be able to receive up to three (rather than two) segments simultaneously; otherwise clients must be able to receiveup to four simultaneous segment multicasts.An important observation is that mini-clusters can also be used when the entire objects are delivered by a givenserver. The increased size of the catch-up window and the more e�cient use of bandwidth for less popular objectssuggest that decoupled mini-clusters can lead to improved performance in this case as well as when object deliveryis shared between remote and regional servers. The optimization model developed in the next section assumes theuse of mini-clusters (of size k segments) for each object, regardless of whether or how it is cached.4. THE OPTIMIZATION MODELThis section develops an analytic model that permits calculation of the set of object segments that should be cachedat the regional (or proxy) servers in order to minimize delivery cost for a given skyscraper con�guration.The problem is more complex than the problems examined in previous papers that address optimal objectallocation in distributed VOD systems, owing to (1) the need to capture the behavior that occurs with segmentedmulticast delivery, in which clients will join (and cost-share) dynamically-scheduled segment multicasts, as in thepartitioned dynamic skyscraper system, and (2) the possibility that objects may be partially cached at the regionalservers. Speci�cally, the model must express a suitable measure of system performance for any set of allowed segmentallocation decisions, in the presence of the �xed-size total catch-up windows and variable-size mini-catch-up windowsdescribed in Section 3. Nevertheless, we are able to develop a fairly simple optimization model by focusing on therequired remote and regional bandwidth required to support a given assignment of objects and client workload,rather than on more detailed performance measures such as average client delay or blocking probability. Note thatthe required regional network bandwidth is the same regardless of whether object segments are cached regionally orwhether they are delivered from the remote server. However, the regional server bandwidth, and the remote serverand network bandwidth are a function of the caching decisions. Candidate object distributions can thus be comparedwith respect to the impact they have on the predicted bandwidth requirements.We desire an estimate of required bandwidth that is easy to compute, and that corresponds to a good operatingpoint. Applying concepts from asymptotic bounds analysis,14 our estimate for the required number of channelsto support a given client workload is the average number of channels that would be in use if an in�nite numberof channels were available.{ As we discuss below, this estimate is readily computed with only minimal statisticalassumptions. Furthermore, in a wide variety of contexts, this form of estimate has been found to yield an operatingpoint close to the knee of the cost-performance curve, at which point the achieved performance per unit cost ismaximized. As we illustrate in Figure 2 for several dynamic skyscraper systems, the proposed bandwidth estimateis close to the knee of the curve of mean client wait versus the inverse of the number of channels provided in thedynamic skyscraper delivery system. Furthermore, the examples illustrate that mean client wait at the knee istypically not much larger than the minimum achievable for the given skyscraper parameters. (That is, the systemoperates much like a closed queueing system due to the fact that the queue for new transmission clusters can neverbe greater than the number of objects.) Since we will be computing optimal regional cache content for a �xedskyscraper con�guration (i.e, K;W; and k), the content that minimizes the proposed bandwidth requirement shouldyield average client wait that is close to minimum.4.1. Optimal Channel Capacity for Non-Partitioned SystemsThe estimate of required bandwidth is developed �rst for the simpler context of a dynamic skyscraper system that doesnot have regional servers and does not use mini-clusters to improve performance (i.e., k = 0). Letting C� = K �N�denote the estimate of the required number of channels, and �i denote the rate of requests for object i, we obtainC� = K �N� = K �WT1 nXi=1 1(W � 1)T1 + 1�iThe factorWT1 is the duration of a transmission cluster on each channel. The i'th term in the sum is the inverseof the average time between transmission clusters that deliver object i, assuming requests for a new transmission{Or, equivalently, the largest number of channels such that any fewer would be guaranteed to result in queueing of client requests forany client request arrival process with the given per-object average request rates.



cluster have zero wait time (or an in�nite number of channels are available), and assuming that the average arrivalrate of requests for the object when a transmission cluster is not available for catch-up is equal to the overall averagearrival rate. (Note that the latter assumption implies that 1=�i is the average time from the end of a transmissioncluster catch-up window for object i until the next request for that object.) Thus, the i'th term gives the allocationrate for new transmission clusters for object i if an in�nite number of channels is available. Summing over all objectsthat use skyscraper multicasts gives the total maximum allocation rate, and multiplying this maximum allocationrate by the duration of a transmission cluster gives the average number of groups of channels that would be in use ifan in�nite number of groups were available. Multiplication by the number of channels per group gives an estimateof the total number of channels that should be provided.k
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Figure 2. Average Client Waiting Time vs. Inverse of Number of Channels.(224 120-minute objects; � = 8.0)Figure 2 gives sample results illustrating how close C� is to the knee of the curve of average client waitingtime versus the inverse of the number of channels, for several skyscraper systems.�� Note that in these and othercon�gurations we have examined (not shown), the C� estimates are close approximations to the knees of the curves,for the most basic dynamic skyscraper scheme as well as the signi�cantly enhanced scheme that employs channelstealing and catch-up with idle clusters.4.2. Optimal Object Assignments for Regional ServersThe speci�c optimization problem considered is that of determining the regional cache contents that minimize theoverall cost of delivery, as represented by a weighted sum of the required number of channels at the remote serverand at each regional server, subject to constraints on the bandwidth and storage capacity at each regional server.The optimization model parameters are de�ned in Table 2. The key model outputs are the �i values that specifywhether object i should be cached (fully or partially) at the regional servers. It is assumed that all objects have thesame segmentation parameters (K, W , k, w), and that each object can have 0, k or K segments stored regionally.It is also assumed that the regional sites are homogeneous in storage and bandwidth capabilities, as well as inclient request rates and object selection frequencies, and thus, that all of the regional servers will store the samekNote that the dependence of C� on T1 is removed if the arrival rates are expressed in terms of requests per unit-segment transmissionperiod.��The waiting time curves in Figure 2 were derived using simulation in which the 95% con�dence intervals are within 2% of the reportedvalues. The total request arrival rate is eight requests per minute, arrivals are Poisson, and the object selection frequencies are given bythe Zipf(0) distribution on 1000 objects. The system contains the most popular 224 objects because, for the modeled object selectionfrequencies, (1) the popularities of the �rst 100 objects matches reasonably well with a particular measurement of the 100 most popularobjects in a video rental outlet,7 and (2) 80% of the requests are for the 224 most popular objects, which is a popular de�nition of thehot set that might use skyscraper delivery.



Input Parameter De�nitionk number of segments in the leading segment setK number of segments per objectn number of objectsNchannels maximum number of channels at each regional serverNsegments maximum storage capacity (measured in number of unit-segments) at each regionalserverP number of regional serverssj size of the j'th segment (relative to the size of the �rst)T1 duration of a unit-segment transmissionw the largest segment size in the leading segment setW the largest segment size in the trailing segment set� the cost of a regional server channel, relative to that of a remote server channel�i total arrival rate of requests for object iOutput Parameter De�nitionCremote number of channels needed for remote server multicastsCregional number of channels needed for regional server multicastsDregional storage needed at each regional server, in number of unit-segmentsX l;Ri ; X l;Rri ; X l;ri ;Xt;Ri ; Xt;Rri ; Xt;ri maximum rate at which transmission clusters can be allocated for multicasts of theleading/trailing (l/t) segment set for object i, distinguished by whether the segmentsof the object are only stored at the remote server (R), are partially cached at theregional servers (Rr), or are fully cached at the regional servers (r)�Ri equals 1 if object i is stored only at the remote server; 0 otherwise�Rri equals 1 if only the leading segment set of object i is cached regionally; 0 otherwise�ri equals 1 if object i is entirely cached regionally; 0 otherwiseTable 2. Parameters for the Regional Cache Optimization Model.segments/objects. These assumptions simplify the exploration of the system design space and are thus appropriatefor gaining initial insights. The model can easily be modi�ed to include more general formulations in the future.With the above assumptions, the optimization problem is formally described as follows:min� Cremote(�) + P�Cregional(�)subject to Cregional(�) � NchannelsDregional(�) � Nsegments�Ri + �Rri + �ri = 1; i = 1; 2; : : : ; n�Ri ; �Rri ; �ri 2 f0; 1g; i = 1; 2; : : : ; nHere the notation � represents the vector whose components are �Ri , �Rri , �ri , i = 1; 2; : : : ; n.Solution of this model requires a method of computing the number of channels needed at the remote server aswell as at each regional server, as a function of the client workload (i.e., request arrival rates for each object), thepartitioned skyscraper con�guration, and the object segments cached at the regional servers. For this purpose, weuse the same basic approach that was used in Section 4.1, entailing �nding the maximum allocation rates of new(mini- and trailing segment) transmission clusters, assuming an in�nite number of channels is available.The maximum allocation rate for new transmission clusters in a system with no regional caching and no mini-clusters is the inverse of the average time between requests for a new transmission cluster when there is no queueing,as given by (W � 1)T1 + 1�i . The maximum allocation rates for trailing segment set transmission clusters in thepartitioned dynamic skyscraper architecture are given by similar expressions that depend on whether the transmissioncluster is delivered by the remote or regional server. Recall from Section 3 that if the multicast uses mini-clusters ofsize k segments, the duration of the total catch-up window (for trailing segment set clusters) is W � sk+1+Pkj=1 sj .



Noting that �i=P is the arrival rate of client requests for object i at a regional server, the maximum allocation ratesfor trailing segment set clusters are as follows:Xt;Ri = Xt;Rri = 1�W � sk+1 +Pkj=1 sj�T1 + 1�iXt;ri = 1�W � sk+1 +Pkj=1 sj�T1 + P�iThe maximum allocation rates for mini-clusters are further complicated by the fact that the mini-catch-up windowfor such a cluster has a variety of possible lengths, depending on when the mini-cluster begins in relationship to theend of the catch-up window of the corresponding trailing segment set transmission cluster. To compute the averagecatch-up window size for mini-clusters for object i, we make two assumptions. First, we assume that the averagearrival rate of mini-cluster requests for object i during the last wT1 of the catch-up window of an object i trailingsegment set transmission cluster is equal to the overall average arrival rate of mini-cluster requests for that object.This implies that the fraction of mini-clusters for object i that will begin during this time period is given by wT1times the allocation rate of object i trailing segment set transmission clusters. Second, we assume that such arrivalsmay occur anywhere within this time period with equal probability. Thus, the average catch-up window size of thecorresponding mini-clusters is given by w�12 T1. All other mini-clusters have a full catch-up window of size (w�1)T1.The three mini-cluster allocation rates are therefore given by the following equations:X l;ri = 1�Xt;ri wT1w�12 + (1�Xt;ri wT1)(w � 1)�T1 + P�iX l;Rri = 1�Xt;Rri wT1w�12 + (1�Xt;Rri wT1)(w � 1)�T1 + P�iX l;Ri = 1�Xt;Ri wT1w�12 + (1�Xt;Ri wT1)(w � 1)�T1 + 1�iAs in the simpler system model of Section 4.1, multiplying each of the above allocation rates by the duration of,and number of channels in, a transmission cluster of the corresponding type, yields an estimate for the number ofchannels required for that particular type of transmission cluster. For speci�c object segment allocations, as re
ectedthrough the �i values, the required number of channels and the required regional storage can thus be computed asfollows: Cremote(�) = nXi=1(�Ri Xt;Ri + �Rri Xt;Rri )(K � k)WT1 + �Ri X l;Ri kwT1Cregional(�) = nXi=1 �riXt;ri (K � k)WT1 + (�riX l;ri + �Rri X l;Rri )kwT1Dregional(�) = nXi=10@(�ri + �Rri ) kXj=1 sj + �ri KXj=k+1 sj1A



The above equations estimate the required number of channels (or disk I/O and network I/O bandwidth) at eachtype of server, assuming the network supports multicast or broadcast delivery. This is also the number of networkchannels required for the remote (or regional) multicasts if the respective server is operating over a broadcast networksuch as a satellite or cable network. The calculations are somewhat imprecise for the required network channels ifthe servers are operating over a switched network, such as the Internet, because the (average) bandwidth neededfor the multicast depends on the (average) number of clients receiving the multicast, and this in turn may dependon the object that is being transmitted. Recall that the required regional network bandwidth is not a�ected bywhether the objects are stored at the remote or regional server. Thus, the only extension that is needed to makethe model precise for a switched network is to factor in the average remote network bandwidth required to multicasteach object. In the interest of gaining initial insights, we defer this extension to future work.There are several points worth noting about the model. First, the model is valid for multiple remote servers ifeach stores a distinct subset of the objects in the system and if the network used by each remote server has thesame cost for the same required bandwidth. In this case Cremote is the aggregate number of channels that must beprovided at the collection of remote servers. Second, the model can be generalized for heterogeneous regional serversby developing separate calculations, similar to those given above, and summing over the appropriate objects, for eachdistinct regional server. Third, Cremote, Cregional and Dregional are linear functions of the binary variables �. Thus,the optimization model is a mixed integer linear program (MIP),15 for which reliable solution techniques exist.5. RESULTSIn this section we provide results that illustrate the capabilities of the optimization model as a system design tool.The results also yield insight into the form of the optimal caching strategy at the regional servers for various systemparameters and cost considerations.We perform three types of experiments with the model:1. In Section 5.1, we investigate the optimal strategy when the objective is to minimize the use of remote serverchannels (i.e., � = 0), under the constraints of �xed regional server capacity and bandwidth. These resultswill show that the form of the optimal assignments di�ers, depending on whether the active constraint is thebandwidth or the capacity of the regional server.2. In Section 5.2, we examine how the optimal regional cache contents change as the relative cost of the regionalchannels, �, increases. These results will show that the regional servers should cache segments for less popularobjects as � increases.3. In Section 5.3 we show how the allocations and system cost change as the capacity and bandwidth at theregional servers are varied.All of the results will show a high tendency to cache partial objects. The results will also show that, comparedwith the minimum cost solution when the regional servers can only cache whole objects and the servers employ thetraditional skyscraper architecture, the partitioned skyscraper architecture can result in substantial cost savings,and the capability to cache partial objects can result in further substantial cost savings. Together these two newimprovements yield substantial cost savings except when client request rate is very high and regional server resourcesare severely limited.The optimization model was formulated in an algebraic modeling language, GAMS,3,11 to enable solution usinga variety of MIP solvers. The most e�ective algorithms currently implemented are branch and bound (branch andcut) methods with subproblems solved using a variant of the simplex method for linear programming.8 After someexperimentation with the model formulation and solvers, we used the XPRESS9 code with default settings. TheGAMS system is appropriate for the speed of model development and analysis required in this research. However, itis possible that specialized algorithms for this problem could be more e�cient. Design and implementation of suchalgorithms might be appropriate for routine use of the model.Each experiment reported below solves the model to optimality under the assumption that there will be at mostone contiguous set of objects that are fully cached at the regional servers. This assumption was enforced by addingthe following constraint to the model: Xi max ��ri � �ri�1; 0� � 1:
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(c) �0 = 10, P = 1Figure 3. Cremote and Cregional for Objects 0 and 99 vs. Fraction Cached.This inequality, which greatly reduces the model solution time, was only added after substantial experimentationwith the model showed it was always satis�ed by the optimal solutions.All experiments in this paper assume a system with: (1) 100 objects having selection frequencies modeled by theZipf(0) distribution, (2) K = 12, (3) relative segment size progression of f1,2,2,4,4,8,8,...g, and (4) W = 64. For thissegment size progression and these values of K and W , the total length of each object is 189 unit-segments. In orderfor the results to be independent of object size (in bytes) and delivery time, we de�ne client request arrival rate,�0, in terms of requests per unit-segment multicast periodyy, and regional server capacity, Nsegments, in terms of thenumber of unit-segments that can be cached. Note that the unit-segment transmission time, T1, is equal to the totaltime to deliver the object divided by 189.To aid in interpreting the results, each graph in Figure 3 shows the estimated number of remote server channelsand regional server channels that should be provided for the most popular object (object 0) and least popular object(object 99) as a function of the fraction of the object that is cached at the regional server. The x-axis in each graphranges from 0 to 66% because this represents the range of 0 to 11 segments of the object when K = 12 and W = 64.Key observations from these �gures are:� Caching the initial segments of each object leads to greater decrease in remote bandwidth per unit of storagethan caching the later segments.� The most popular object has the greatest decrease in remote server bandwidth and greatest increase in regionalserver bandwidth as a function of the fraction cached.� As client request rate (�0) increases, the di�erential in remote server channels required for object 0 versusobject 99 decreases. If P is �xed and greater than one, the di�erential in required regional server channels alsodecreases, but more gradually.� When P = 1, the total number of channels required is minimum for some k > 0. Thus, the new transmissionmini-clusters proposed in this paper improve the cost/performance ratio even when used within a single server.We have computed the minimum-cost regional cache contents for each experiment below for k = 0, 3, 5, 7, and9. The caching strategy as a function of the other system parameters is similar for each k, and since k = 7 achievesthe lowest delivery cost in almost every case, we provide the results for k = 7. Note that the �rst seven segmentsrepresents 29/189 or about 15% of the total object length.For each experiment, we also express the regional server storage capacity and bandwidth constraints in units ofa \baseline server capability", where one baseline unit is Nchannels = 192 and Nsegments = 2436zz. Note that 2436yyAs noted in section 4, substitution of � = �0=T1 in the model equations removes the dependence of the cost on the value of T1.zzThese baseline constraints might represent, for example, that the server contains four commodity disks each with capacity to store4.35 gigabytes of data, the objects have total size equal to 1.35 gigabytes (e.g., two-hour MPEG-1 encoded videos), and delivery rate is1.5 million bits per second. The constraints are also valid, for example, if the server contains three times as many disks and the objectsare two-hour MPEG-2 encoded videos.
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(c) �0 = 103, P = 10, 2�base (b/w)Figure 4. Regional Cache Content that Minimize Cremote (� = 0, k = 7)baseline: Nchannels = 192, Nsegments = 2436(cap) indicates the regional storage capacity constraint is active at the solution;(b/w) indicates the regional bandwidth constraint is active at the solution.segments is about 13% of the total number of segments for the 100 objects in the system.5.1. Minimizing Use of the Remote ServerIn this section we solve the model for � = 0 to compute the partial and full objects that should be cached at theregional servers to minimize the use of remote server bandwidth. The optimal cache contents for particular valuesof client request arrival rate, number of regional servers, and server capacity and bandwidth, are shown in Figure 4.Above each graph, we give the percent reduction in required remote server bandwidth for two improvements suggestedin this paper: (1) the percent reduction when the regional server optimally caches only whole objects (�cri = 0) andeach server uses transmission mini-clusters (of size k = 7) compared with optimally caching only whole objects andnot using mini-clusters (k = 0), and (2) the additional cost savings when the regional servers are able to cache partialobjects. The key insights from these results are:� There is a high tendency to cache partial objects.� The use of transmission mini-clusters greatly reduces delivery cost unless the client request rate is high enoughthat full transmission clusters for the leading segment set are always well utilized.� The ability to cache partial objects can lead to a substantial (up to 52%) reduction in delivery cost.� When server storage capacity is the active constraint, but there is su�cient storage to cache more than theinitial k segments of each object, then the optimal solution also fully stores as many of the most popular objectsas will �t (for � = 0).� When the regional server bandwidth becomes the active constraint, less popular object segments are cached;however the precise form of the optimal cache content is speci�c to the given set of parameters that characterizethe system, and thus the optimal content can only be determined by solving the model.Increasing the number of regional servers reduces the regional client request rate, which can alleviate the regionalserver bandwidth constraint. For example, the server capacity is the active constraint for �0 = 1000, P = 100, and2� baseline, and the optimal solution in this case is identical to the solution in Figure 4(b).
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(c) � = 0:8Figure 5. Impact of Relative Regional Server Bandwidth Costk = 7, �0 = 10, P = 10, Nchannels = 192, Nsegments = 2436.(cap) indicates the capacity constraint is active.The bandwidth constraint is never active.5.2. Minimizing the Total Cost of DeliveryThe experiments in this section investigate the regional cache content that minimizes total delivery cost over remoteand regional channels, for a �xed regional server capacity and bandwidth. The results provide insight into how theform of the optimal assignment of full and partial objects changes as the relative cost of the regional channels, �,increases.To facilitate comparison with the previous set of experiments for � = 0, we use the same system parameters as inFigure 4(a), except that we increase the value of �. The results, given in Figure 5, include the same cost reductionsas in the previous set of experiments, and lead to the following observations:� As � increases, lower-popularity objects are cached at the regional server. This is due to the earlier observation(from Figure 3(a)) that more popular objects have a greater increase in regional server bandwidth per unit ofstorage than the less popular objects.� When � is su�ciently high, as in Figure 5(c), the minimum cost solution does not fully utilize either theavailable regional storage capacity or the available regional bandwidth. This is principally due to lower costsharing of the regional multicasts.� As in the experiments for � = 0, the use of transmission mini-clusters greatly reduces minimum delivery cost(for the given client arrival rate).� The ability to cache partial objects yields a smaller reduction in minimum delivery cost when fewer segmentsare stored.5.3. Impact of Regional Server Resource ConstraintsIn this section we investigate the impact of varying the regional server storage capacity and bandwidth (in units ofthe baseline server capability) on delivery cost and the form of the optimal object assignments.Figure 6 gives the results for the system parameters that were used in Figure 4(b), except that � = 0:1. Forthis set of system parameters, the cache content is constrained by the regional server storage capacity. As storagecapacity increases, an increasing number of objects are partially cached. Once capacity is su�cient to cache morethan the �rst seven segments (15%) of each object, the optimal solution is to also fully cache some of the objects.In this case, the least popular objects are fully cached (for � = 0:1), since the last �ve segments of these objectshave similar bandwidth requirement for remote multicasts, but lower bandwidth requirement for regional multicasts,as compared with the last �ve segments of the most popular objects (see Figure 3(b)). As in the previous set of
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(c) 2� baseline (cap)Figure 6. Impact of Regional Server Storage and Bandwidth Constraintsk = 7, �0 = 100, P = 10, � = 0:1
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(d) 6 � baseline (cap)Figure 7. Impact of Regional Server Storage and Bandwidth Constraintsk = 7 �0 = 1000, P = 10, � = 0:01
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(b) �0, P , �, k from Figure 7Figure 8. Delivery Cost vs Regional Server Storage and Bandwidthexperiments, � > 0 implies a tendency to store less popular object segments. The partitioned skyscraper architectureand the ability to cache partial objects each provide moderate reduction in delivery cost; altogether the reduction issubstantial.Figure 7 provides results for the case that the client request arrival rate is increased ten-fold and the relativecost of the regional channels, �, is decreased by a factor of ten. These are the system parameters that were usedin Figure 4(c), except that � = 0:01. In this case, the optimal assignment is constrained by the regional serverbandwidth at up to four times the baseline resource constraints, and for those con�gurations it is optimal to storelower-popularity objects. On the other hand, when the regional server resources are increased to six times thebaseline, the capacity constraint becomes active. In this case, � is small enough that it is optimal to fully store themost popular objects completely at the regional server (in addition to storing the �rst seven segments of all otherobjects). Due to the high client request rate, the partitioned skyscraper architecture does not provide a cost savingsin these cases. However, because the request rate is high, the ability to cache partial objects substantially reducesdelivery cost when the regional server has reasonable capacity and bandwidth.Figure 8 gives the minimum delivery cost (Cremote + P�Cregional) as a function of the regional server resourceconstraints, with four disks being equal to the baseline constraints, for the system con�gurations in Figures 6 and 7.Note that greater reduction in cost can be achieved by increasing the regional server resources when � is smaller, aswould be expected. 6. CONCLUSIONSThis paper has developed a partitioned dynamic skyscraper delivery architecture that (1) provides more e�cient useof system bandwidth by increasing the size of the window in which clients can join in on-going multicasts, and (2)allows regional servers to cache partial objects. A similar partitioned architecture that uses decoupled transmissionmini-clusters might be applied to other segmented multicast delivery techniques.We have also developed a simple optimization model that can be solved to determine the form of the optimalregional caching strategy in a system with homogeneous regional caches. The model computes the cache contentthat minimizes delivery cost, constrained by the storage capacity and bandwidth available at the regional servers.Initial results of the model show the impact of various system parameters on the form of the optimal allocationpolicies. Key parameters include the regional client request arrival rate, the relative constraints on disk bandwidthand storage capacity at the regional servers, and the cost of the regional server bandwidth relative to the cost ofthe remote server and network bandwidth. The results show a very strong tendency to store the initial segments ofmany objects, rather than the entire data for fewer objects, at the regional server. The results also show that thepartitioned skyscraper architecture and the ability to cache partial objects can greatly reduce delivery cost.The optimization model developed in this paper assumes, for simplicity, that each object is of equal size and iseither completely stored at the remote server, completely stored at the regional server, or has exactly a �xed value
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