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ABSTRACT 
In e-commerce, product classification is widely used for various 
purposes. Misclassifying products can cause compliance issues 
and hurt the company’s reputation. To address this problem, we 
propose an automated system to proactively detect product 
misclassifications by overcoming several challenges. A large e-
commerce retailer can sell billions of distinct products, on which 
many thousands of classification tasks are performed. At this 
massive scale, we need to quickly detect misclassifications under 
a limited budget. In this talk, we point out these challenges and 
show how we design our system to handle them. When 
evaluated on a set of Amazon’s product classification data, at an 
overhead of <10% of the classification cost, our system 
automatically identified and corrected many misclassifications, 
which would take a human many thousand years to manually 
find and 14.6 years to manually review and correct if our system 
were not used. 

CCS CONCEPTS 
• Applied computing → Online shopping; • Computing 
methodologies → Machine learning. 
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1 INTRODUCTION 
In e-commerce, product classification is widely used for various 
purposes such as computing sales taxes and regulatory and legal 
compliance (e.g., tagging products illegal for sale to children and 
products that are non-air-transportable). Misclassifying products 
can give customers bad experiences, make the company face 
legal consequences, and hurt its reputation. For example, if a 
product is misclassified as non-air-transportable, customers may 
encounter delays in receiving it. As another example, some 
products are banned from sale in certain regions. If 
misclassifications enable customers living there to buy such 
products, the company could be fined. To reduce the damage 
caused by product misclassifications, we propose an automated 
system to proactively detect them. is requires us to address 
several challenges: 
1) Massive scale: A large e-commerce retailer can sell billions of 

distinct products, on which many thousands of classification 
tasks covering various use cases are done. us, quadrillions 
(1015) of product classifications need to be handled. 

2) Limited budget: e company’s budget is finite. We need to 
detect product misclassifications under a limited budget. 

3) Low latency: Once products are classified, we need to quickly 
detect misclassifications to minimize their caused damage. 

4) Mixed types of misclassifications: Both machine learning 
classifiers and manually formed, keyword rule-based 
classifiers are used to classify products. We need to detect 
misclassifications made by both types of classifiers. Yet, prior 
literature on this topic mainly focuses on detecting 
misclassifications made by machine learning classifiers [1]. 

5) Lack of labeled data: Due to the huge human labeling cost, 
we cannot afford to ask humans to give enough labels of 
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misclassified products for each classification task. For a typical 
task, we have few or no labels of misclassified products. 

6) High precision: We cannot afford to ask humans to 
manually review all of the misclassifications detected by our 
system. Instead, we want our system to automatically correct 
as many of the detected misclassifications as possible. To 
reach this goal, our system needs to accurately detect 
misclassifications, preferably with a precision ≥ 95%. 
To the best of our knowledge, no existing solution for 

detecting misclassifications can address all of these challenges 
and fulfill all of our requirements simultaneously. 

2 MISCLASSIFICATION DETECTION SYSTEM 
In this section, we outline our automated system for detecting 
product misclassifications. Our system contains three modules 
(see Figure 1) and uses extra information beyond that used by 
the product classifiers. To improve efficiency, in the candidate 
generation module, we first use low-cost models to quickly 
reduce the search space and form an initial set of potential 
candidates of misclassifications. en in the candidate evaluation 
module, we use a more expensive model to identify actual 
misclassifications from this set. Finally in the feedback and 
correction module, we automatically correct the identified 
misclassifications. 

 

Figure 1: Our automated system for detecting product 
misclassifications. 

Candidate generation module. is module uses five low-cost 
models, each leveraging distinct information to quickly capture 
misclassifications from a different angle. The potential 
candidates of misclassifications found by each model are merged 
to form our initial set of potential candidates. is module 
requires no labels of misclassified products. Instead, it uses 
information on: 
1) Product family. A product family is a group of products that 

are almost identical to each other except along certain 
dimensions such as size and color. Typically, the products in 
the same family should have the same classification results. 
We enlist inconsistent classification results among these 
products as potential candidates of misclassifications. 

2) Product similarity. We use features such as embeddings of 
product names and images to find similar products. Many of 
these features are unused in the product classifiers, as they 
need to be lean enough to be able to do classifications in real 
time. Intuitively, similar products tend to have the same 
classification results. We use this insight to identify some 
potential candidates of misclassifications. 

3) Product-task relationship. For binary classification tasks, 
we formulate product misclassification detection as a 

recommender system problem, by treating tasks, products, and 
classification results as users, items, and users’ ratings of 
items, respectively. By comparing the product classifications 
and the products recommended to the tasks, we identify some 
potential candidates of misclassifications. 

4) Task similarity. For the classification tasks, we use their 
textual descriptions to compute their similarities. Intuitively, if 
two tasks are very similar to each other, correspondence can 
be established between their classes, with the same product 
tending to belong to the matching classes. We use this insight 
to identify some potential candidates of misclassifications. 

5) Task correlation. e amount of labelled data available for 
training the classifiers varies by classification tasks. We use 
the PECOS (Prediction for Enormous and Correlated Output 
Spaces) algorithm [2] to capture task correlations and improve 
the classification results for the tasks with limited labels. This 
gives us some potential candidates of misclassifications. 

Candidate evaluation module. Using some labels of 
misclassified products that humans give across all classification 
tasks, we train a machine learning model to find among the 
initial set of potential candidates of misclassifications, the items 
that are indeed misclassifications. To reach a high precision, we 
use a more expensive model than those used in the candidate 
generation module plus some extra product features unused in 
that module. 

Feedback and correction module. For each classification task, 
we ask humans to label a sample of misclassifications identified 
by the candidate evaluation module and compute a separate 
precision of detecting misclassifications. If the precision is ≥ a 
given threshold t like 95%, our system automatically corrects the 
misclassifications that the candidate evaluation module 
identified for the task. Otherwise, if the precision is < t, we 
incorporate the human-provided labels to re-train the model 
used in the candidate evaluation module. We keep iterating until 
the precision is ≥ t. 

3 EVALUATIONS 
We evaluated our system on a subset of Amazon’s product 
classification data. At an overhead of <10% of the product 
classification cost, our system automatically identified and 
corrected many misclassifications, which would take a human 
many thousand years to manually find and 14.6 years to 
manually review and correct if our system were not used. 

4 RELEVANCIES TO CIKM 
Our talk covers several topics of interest to the CIKM 
community: practical industry challenges, efficient massive-scale 
data mining, machine learning algorithms, and multi-modal data. 
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