MCS 471 Convergence of Secant Method Fall 2005

The convergence of the secant method is superlinear

The purpose of this document is to show the following theorem:

Theorem 1.1 Let {zy}7° be the sequence produced by the secant method. Assume the sequence converges
to a root of f(x) =0, i.e., Ty — Too, f(To) = 0. Moreover, assume the 1oot T is reqular: f'(rs) # 0.
Denote the error in the kth step by Ex = x), — xoo. Under these assumptions, we have

Epi1 = C'E,glJr\/g)/2 ~ CEL%®,  for some constant C. (1)

The theorem is implied by three lemmas.

Lemma 1.2 Under the assumptions and notations of the theorem:

1 f”(xoo)

ngk,lEk. (2)

Ek+1 ~

Proof. Using the definition of xy41, we find

Tk — Tk—1
fxk) = f(@rp-1)
We can replace z,11 by xx + Ey and zp by zx—1 + Er_1, so that

Eyi1 = Tpy1 — Too = g — f(T1) — To. (3)

Too + Ek —Too — Ek—l
f(Zoo + Ek) = f(%00 + Eg-1)

To simplify this expression, we apply the Taylor expansion of f(Zs + Ex) and f(zoo + Ex_1) about xs:

Eit1 = 2Too + By — f(®eo + Ek) — Too- (4)

flonet B) = floe) + /(@) By + 5" (esc) B + O(ER), o)
flone+ Bir) = floac) 4 f'(oe) By + 5 (o) By + O(BL) ()

Subtracting f(zec + Er1) from f(zeo + Ep):
flse + B) = f(ose + Bit) = (@) (B = Bu1) + 5" () (B} = B _y) + O(B}) — O(BL_.). (7)

Since O(E}) — O(E3_,) is of a smaller order than Fj and Ej_; we omit this term. Using E? — E7 | =
(Ey — Fx—1)(Ex + Ex_1), we organize the above expression as

f(@os + Ex) = f(oo + Ex—1) & (Ex — Ex—1)(f'(Too) + " (2o (Er + E—1)). (8)
The left of (8) appears at the right of (4), so we derive the following expression

Ey, —Ep_
(Ex — Ex1)(f'(Zoo) + [ (To0) (Ex + Er—1))

Using a Taylor expansion for f(z + E)) about 2 (recall f(z) = 0) we have

f'xoc) + 5" (w0) By

Epq1 = B — (200 + Ey)

Eyi1 =~ E,—F . 10
k+1 k kf'(ﬂCoo) n %f”(iﬂoo)(Ek T B (10)
Now we put everything on the same denominator:
! o 1 rn o E Ein_1)— ' o) — 1 en o E
o %Ekf (Too) + 5./ (To0) (Bl + E—1) — f'(70) — 51" (¥0) Bk, (11)

F'(@oo) + 31" (200) (B + Ei—1) ’
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which can be simplified as
%fll(xoo)Ek—l
L / 1 en '
f(@oe) + 31" (200) (B + Ej—1)
Because Ej, — 0 as k — 00, 3 f"(2oo) (E) + Ej—1) is negligible compared to f'(z«), so we omit the second
term in the denominator, to find the estimate

Eji1 ~ (12)

Ek-l—l ~ — EkEk—l- (13)
Q.E.D.
Lemma 2.1 There exists a positive real number r such that:

Ept1 =~ CEy 1By = E;H/T ~ KE;, for some constants C and K. (14)

Proof. Assuming the convergence rate is r, there exists some constant A, so we can write

1/r
1
Eyi1 ~ AE] and Ej=~ AE;] | or (ZEk) ~FEL_1. (15)

Now we can replace the expressions for Ey and Ej_1 in the left hand side of (14):

1/r
1 r r
Epir ~ C (Z) E!"E, ~ BE, ", (16)
Together with the assumption that Ey; ~ AE], we obtain E;H/T ~ %E};. So, we set K = % and the
lemma is proven. Q.E.D.
Lemma 2.2 For the r of Lemma 2.1, we have
1+1/r . 14++5
EfNYxCEp = r= T (17)
Proof. r satisfies the following equation
1 2 2
l1+-=r=r+1l=r‘=r“"—r—1=0. (18)
r
The roots of 72 —r — 1 =0 are r = # We take the positive value for r. Q.E.D.

The constant r = # ~ 1.618 is the golden ratio.
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