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Abstract. We study the problem of classifying mild Alzheimer’s disease (AD)
subjects from healthy individuals (controls) using multi-modal image data, to fa-
cilitate early identification of AD related pathologies. Several recent papers have
demonstrated that such classification is possible with MR or PET images, using
machine learning methods such as SVM and boosting. These algorithms learn the
classifier using one type of image data. However, AD is not well characterized by
one imaging modality alone, and analysis is typically performed using several
image types – each measuring a different type of structural/functional character-
istic. This paper explores the AD classification problem using multiple modali-
ties simultaneously. The difficulty here is to assess the relevance of each modality
(which cannot be assumed a priori), as well as to optimize the classifier. To tackle
this problem, we utilize and adapt a recently developed idea called Multi-Kernel
learning (MKL). Briefly, each imaging modality spawns one (or more kernels)
and we simultaneously solve for the kernel weights and a maximum margin clas-
sifier. To make the model robust, we propose strategies to suppress the influence
of a small subset of outliers on the classifier – this yields an alternative mini-
mization based algorithm for robust MKL. We present promising multi-modal
classification experiments on a large dataset of images from the ADNI project.

1 Introduction

Alzheimer’s Disease (AD) is a neurodegenerative disorder affecting over 5 million peo-
ple in the United States, and is a leading cause of dementia worldwide. An emphasis
in recent AD research, especially in the context of early diagnosis, has been placed on
identifying markers of the disease (such as structural/functional changes in brain re-
gions) using imaging data (e.g., MR, FDG-PET). Large scale studies such as the ADNI
project [1] are collecting imaging data and associated clinical biomarkers in an effort
to facilitate the development and evaluation of new approaches, and the identification
of new imaging biomarkers. These advances are expected to yield important insights
into the progression patterns of AD. One aspect of the ADNI project in particular is
the acquisition and analysis of multi-modal imaging data: this includes Magnetic Res-
onance (MR), 18fluorodeoxyglucose-Positron Emission Tomography (FDG-PET), and
Pittsburgh Compound B (PIB) PET image scans of the participants. The rationale is that
because different modalities reveal different aspects of the underlying neuropathology,
information from one modality adds to the diagnosis based on the other. For exam-
ple, a patient may show only slight hippocampal atrophy in the MR images, but the
FDG-PET image may reveal increased hypometabolism in medial-temporal and pari-
etal regions (which is more suggestive of AD). Our objective here is to design machine
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learning algorithms which are (by design) cognizant of such multimodal imaging data,
and “learn” the patterns differentiating controls from AD or MCI subjects using multi-
ple modalities simultaneously: for predicting cognitive decline, or for identifying early
symptoms of AD pathology.

The analysis of imaging data, in AD and aging research, has traditionally been ap-
proached by manual indication of brain regions suspected to be related to AD neurode-
generation, and performing statistical analysis to determine if group means (in those
regions) are different [2]. Another approach is to automatically identify the discrim-
inative regions using Voxel-based Morphometry (VBM) [3]. However, the diagnostic
potential of group analysis is somewhat limited, usually by the degree of overlap in
the group distributions. Therefore, a significant emphasis is being placed on determin-
ing and exploiting the predictive value of imaging-based biomarkers for diagnosis at
the level of individual subjects. In this direction, a number of groups are exploring the
applicability of machine learning ideas to this important problem. For instance, in [4],
Support Vector Machines (SVM) were used to perform classification of structural MR
scans after nominal feature selection. This procedure gave good classification accuracy
on the Baltimore Longitudinal data set (BLSA). Recently [5] also used linear SVMs to
classify AD cases from other types of dementia using whole brain MR images. High
accuracy was obtained on confirmed AD patients and slightly less where post-mortem
diagnosis was unavailable. Vemuri et al. showed promising evaluations on another data
set, obtaining 88-90% accuracy [6], (also using linear SVMs). The authors of [7] pro-
posed an augmented form of Linear Program Boosting (LP Boosting) which takes into
account spatial characteristics of medical images, also reporting good accuracy on the
ADNI data set. Observe that all of these methods have specifically focused on using a
single imaging modality (e.g., MR or PET) for classification. One way to adapt such
algorithms to make use of multiple imaging modalities (or additional clinical/cognitive
data) is to “concatenate” the set of images for each subject into one feature vector. Not
only does this increase the dimensionality of the distribution significantly, but it also
requires finding a suitable “normalization” of each modality (to preserve its informa-
tion content). Otherwise, features derived from one image type may easily overwhelm
features from the other.

Contributions. The key contributions of this paper are (A) We propose an efficient
multi-modal learning framework for AD classification based on multi-kernel learning
(MKL). We cast the data from each imaging modality as one (or more) kernels, and
solve for the support vectors (to maximize the margin) and the relative weights (impor-
tance) of each kernel; (B) To account for outliers (possibly misdiagnosed cases), the
algorithm also incorporates a robustness parameter to identify such examples, and dis-
count their effect on the classifier. This is tackled via alternative minimization; (C) We
report the first set of multi-modal experimental results using robust-MKL learning on
the ADNI dataset.

2 Preliminaries

We briefly review the underlying model for Support Vector Machines, before discussing
the MKL setting and our construction. The SVM framework relies on the assumption
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that the concept (or classifier) we seek to learn (between two classes of examples) is well
separated by a gap or margin in a certain feature space, and the algorithm can minimize
the test error of a decision boundary by maximizing the width of the margin in the set
of training examples provided. The decision boundary or separating hyper-plane, is
parameterized by a weight vector w and offset (or bias) b. The classifier decides the
possible class label for an unlabeled example x by calculating the inner product 〈w,x〉,
and evaluating whether it is greater or less than b. SVMs operate on the principle that we
must not only place examples on the correct side of the decision hyper-plane, but each
example must also be far from the hyper-plane. In this case, the width of the margin
is proportional to 1

||w||2 , see [8]. When choosing among two (or more) such decision
boundaries (where both correctly classify all training data), the one with a smaller �2-
norm maximizes the margin and yields better accuracy. The SVM primal problem and
corresponding dual problem are given as:

(primal)

min
w,ξ

||w||
2

+ C
∑

i

ξi (1)

s.t. yiw
T xi + ξi ≥ 1 ∀i

ξi ≥ 0 ∀i

(dual)

max
α

∑
i

αi −
∑
i,j

αiαjyiyj xT
i xj︸ ︷︷ ︸

kernel

(2)

s.t. 0 ≤ αi ≤ C ∀i∑
i

yiαi = 0 ∀i

2.1 Multi-kernel Learning

We first introduce Multi-kernel learning (MKL) [9], and then explain why it serves
as a good basic formalization for our problem. In the next section, we will outline
the main extensions. To motivate MKL, notice that in the dual of the SVM model (2),
the dot product is replaced with a kernel function which expresses similarity among the
the different data examples. This substitution offers a number of advantages, see [8].
Nonetheless, choosing the right kernel matrix for a given problem may not be straight-
forward, and typically requires adjustments. An attractive alternative is to represent
each subset of features (e.g., each imaging modality) using its own kernel matrix and
then seek an optimal combination of these kernels to form a single kernel matrix – one
with the desirable properties of a good kernel (e.g., separable, maximizes the margin)
for the complete data (i.e., all modalities). The process of choosing a set of coefficients,
or sub-kernel weights, which are used to combine the candidate kernels into a single
one, K̂ while simultaneously optimizing the expected test error is called Multi-Kernel
Learning (MKL). The problem is formulated as follows.

min
wk,ξ,β,b

(∑
k

βk||wk||2
)2

+ C
N∑
i

ξi (3)

subject to yi

(∑
k

βkwk
T φk(xi) + b

)
+ ξ1 ≥ 1 ∀i

∑
k

βk = 1

Here, the coefficients βk are the sub-kernel weights. Notice that the squared �1-norm
penalty on the individual sub-kernel weights combined with the �2-norm penalty on the
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weights in each individual view leads to sparsity among different kernels, but not among
weights in each individual view [9]. In our AD classification problem, we use the set
of images from each imaging modality to spawn a set of kernels. In other words, the
distribution of the MR images of the set of subjects may give one (or a set of kernels).
The same process is repeated for other types of images as well as any other form of de-
mographic, clinical, or cognitive data available. The optimization problem then reduces
to finding their weights (importance) while simultaneously maximizing the margin for
the training data. The K̂ hence calculated is the combination of all available kernels.

3 Algorithm

3.1 Outlier Ablation

In addition to finding the optimal combination of kernels, we must also identify and
suppress the influence of one or more mislabeled subjects (examples) on the classi-
fier. This is important in the AD classification problem because of: (1) Co-morbidity:
In some cases, AD is coincident with other neurodegenerative diseases such as Lewy
bodies; (2) While the image data may suggest signs of pathology characteristic of AD,
these usually precede cognitive decline. As a result, the subject may be cognitively nor-
mal (and labeled as control). To ensure that the algorithm is robust for this problem and
other applications, we would like to identify such outliers within the model. In order to
do this, one option within the SVM setting is to replace the regular loss function with
the “robust” hinge loss function which differs only in that the “penalty” is capped at 1.

robust-hinge(w, x, y) = min(1, (1−ywT x)+), where yi ∈ {+1,−1} are the class labels. (4)

This means that once an example falls on the wrong side of the classifier there is no
additional increase in penalty. To address the non-convexity of (4) the authors in [10]
replaced the usual hinge loss function with the η−hinge loss function, which uses a
discount variable ηi for each example. That is,

η-hinge(w, x, y) = η(1 − ywT x)+ + (1 − η), 0 ≤ η ≤ 1 (5)

The result in [10] shows that η-hinge loss has the same optimum and value as robust-
hinge loss. Our proposed model makes use of such a parameter to serve as both an
outlier indicator and also to adjust the influence of this example on the classifier in the
MKL setting. We present our optimization model next.

min
η

min
w,ξi,ηi,k

∑
k ||wk||2 + C

∑
i ξi − D

∑
i,k ηi,k (6)

s.t. yi(
∑

k ηi,kwk
T φk(x)) + ξi ≥ 1 ∀i

0 ≤ ηi,k ≤ 1 ∀i, k, ξi ≥ 0 ∀i,

Here, wk is the set of weights for the kernel k, ξi is the slack for example i (similar to
SVMs), and ηi,k is the discount on example i’s influence on training classification in
view k (described in detail below).

Justification. Notice that η introduces a discount for every example’s influence on the
classifier in each kernel. This is balanced by the positive reward for making η as large as
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possible. Therefore, an example which is badly characterized in some kernels can still
be used effectively in other kernels where it is more accurately characterized. In this
way, the proposed model performs automated outlier suppression in the MKL setting.

3.2 Alternative Minimization

We note that while (6) accurately expresses our problem, efficiently optimizing the ob-
jective function is rather difficult. To address this problem, we “relax” this formulation
by treating the discount coefficients η fixed at each iteration. The value is iteratively
updated according to the following expression.

ηi,k =

(
yi

∑
j αjyjKk(xi, xj)

)
−∣∣∣∑i′,j′ (yi′αj′yj′Kk(xi′ , xj′))−

∣∣∣ + 1 (7)

Here, the denominator represents a normalization over all examples within a single ker-
nel. This is necessary because different kernels have different variances, which must be
accounted for (since we are combining kernels). Subsequent to setting the η variables,
(6) can be solved to optimality, and η is again updated in the next iteration.

4 Experimental Results

In this section, we evaluate our multi-modal learning framework on image scans from
the ADNI dataset. The Alzheimer’s disease neuroimaging initiative (ADNI) [1] is a
landmark research study sponsored by the National Institutes of Health, to determine
whether brain imaging can help predict onset and monitor progression of Alzheimer’s
disease. The study is ongoing and will cover a total of 800 patients (200 healthy con-
trols, 400 MCI individuals, and 200 mild AD patients). For our evaluations, we used
MR and PET scans of 159 patients (77 AD, 82 controls) from this dataset. The data
also provides a diagnosis for each subject based on clinical evaluations, this was used
for training the classifier, and for calculating the accuracy of the system.

To evaluate our algorithm, we adopted a two fold approach. First, we measured the
goodness of this approach w.r.t. to outlier detection, especially with respect to its effect
on unseen test examples. In order to do this, we analyzed the variation in the kernel
matrices as a response to outlier identification and suppression. Second, we evaluated
the efficacy of the multi-kernel framework (with outlier detection) as a classification
system, w.r.t. its accuracy using ROC curves. We discuss our experiments next.

4.1 Evaluation of Outlier Detection

Here, we evaluate the usefulness of outlier detection in the classification model. Recall
that an ideal input to any maximum margin classifier is a dataset where each class is
separated from the other by a large margin. Since the MKL setup optimizes a collection
of kernels, it is important to understand how a large margin in a data set translates to
values in a kernel. To demonstrate this effect, we show two toy examples in Fig. 1. The
first distribution is a setting where the classes are well separated (Fig. 1(a)): we see that
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(a) (b) (c) (d)

Fig. 1. Toy Example: (a) Well separated classes, (b) Kernel for well separated classes, (c) Over-
lapping Classes (d) Kernel for overlapping classes

the corresponding kernel matrix in Fig. 1(b) shows two distinct regions with high values
(in green) for the two classes, where as the region pertaining to inter-class similarities
shows no signal (in blue). In the second case (Fig. 1(c)), the classes are overlapping,
which is also reflected in the kernel matrix being noisier as shown in Fig. 1(d).

A similar effect can be observed in the kernels of our dataset as a response to outlier
detection. Fig. 2 shows how outlier detection improves the signal quality in the kernel
matrices. Fig. 2 (a) and (c) display the uncorrected train and test kernel matrices cre-
ated simply by summing-up the set of individual kernel matrices. Fig. 2 (b) and (d) show
the corresponding outlier-ablated train and test kernels. For visualization, the dataset is
re-ordered with respect to groups before kernel creation, so that the kernel shows con-
tiguous blocks (similar to Fig. 1). In 2 (a), we see vertical and horizontal lines of lighter
color in the interclass region of the kernel, corresponding to outlier subjects who have
a stronger resemblance to the opposite class. This effect is mitigated to a significant
extent with outlier detection in Fig. 2 (b). Next, we analyze the effect of outlier ablation
on unseen test items. For this, the test kernel is constructed with the training examples
as rows and test examples as columns. In the kernel for the uncorrected case in Fig. 2
(c), the vertical lines correspond to unseen outlier subjects, whereas the horizontal lines
are attenuated, indicating that in presence of training data, the non-outlier subjects have
sharper contrast (causing an improved confidence in classification). Finally, the test ker-
nel (after outlier detection) shown in Fig. 2 (d) shows a stronger within-class signal, and
does not attempt to correctly classify the outliers, thereby discounting their effect on the
decision boundary as desired (recall hinge loss from (4)).

4.2 Efficacy of Multi-kernel Framework

ROC curves and accuracy results. First, we evaluate the classification accuracy of our
robust multi-kernel learning framework for single modality classification, using MR and
FDG scans individually as well as both these modalities in a combined setting. We used
a set of eight kernels each (linear and Gaussian with varying values of σ) for MR and
FDG PET: 16 in all. Feature selection was performed using a simple voxel-wise t-test,
and thresholding based on the p-values. We performed 10-fold cross-validation, and re-
port the average of various error measures such as accuracy, sensitivity, and sensitivity
(average over 25 runs). Our results are summarized in Table 3. As expected, we can
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Fig. 2. (a) Sum of base kernel matrices on training examples. (b) Robust-MKL kernel matrix
between training examples. Note that the two classes are clearly visible, and the vertical and
horizontal lines corresponding to outliers are attenuated. (c) Sum of base kernel matrices on test
examples. (d) Robust-MKL kernel matrix between test examples. Notice that while there are ver-
tical lines corresponding to outlier test examples, the horizontal lines remain largely attenuated.

Method Accuracy Sensitivity Specificity AUC
robust-MKL

MR
75.27% 63.06% 81.86% 0.8248

robust-MKL
FDG

79.36% 78.61% 78.94% 0.839

robust-MKL
(multimodal) 81.00% 78.52% 81.76% 0.885

Fig. 3. ROC curves and Accuracy results for the single modal and multimodal classification using
robust MKL

clearly see that the robust multi-modal framework with MR and FDG PET data out-
performs the accuracy obtained using only one imaging modality (even when we use
multiple kernels with each image type). The area under the curve (AUC) for the pro-
posed algorithm is 0.885 suggesting that it is an effective method for AD classification.
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Fig. 4. (Top) Classifier weights for gray-matter probability images shown overlaid on a template.
(Bottom) Classifier weights for FDG-PET images shown overlaid on a template. The images (left)
show the discriminative regions as a mosaic. The images (right) are provided for 3-D localization.

Interpretation of discriminative brain regions. We evaluated the relative importance
of various brain regions selected by the algorithm, and whether these regions are consis-
tent with clinically accepted distributions of AD pathology. The classifier weights cho-
sen by our algorithm are weights on different voxels, and therefore can be interpreted
as distributions of weights on the brain regions. Fig. 4 shows the calculated weights
for Gray Matter Probability (GMP) and FDG-PET images. For GMP, we see the hip-
pocampus and hippocampal gyri are featured prominently, along with middle temporal
regions. For FDG-PET, we see the posterior cingulate cortex and parietal lobules bilat-
erally are featured prominently. We find these results encouraging because the selected
regions are all known to be affected in AD patients [11,12].

5 Conclusions

We have proposed a robust MKL framework for multi-modal AD classification. By
framing each unique modality as one (or more) kernels, the scheme learns the kernel
weights as well as a maximum margin classifier. Our framework also offers robustness
to outliers, with the capability of automatically detecting them and partly discounting
their influence on the decision boundary. Various sophisticated feature selection algo-
rithms can be also be used as in [6] (discriminative image voxels) to further improve
the accuracy of the model. Finally, rather than ad-hoc feature concatenation to make use
of additional clinical and demographic data (if available), our algorithm allows an easy
and intuitive incorporation – simply by constructing another kernel for such features.
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