
Abstract 
Uplift modeling is a classification method 

that determines the incremental impact of 

an action on a given population. Uplift 

modeling aims at maximizing the area 

under the uplift curve, which is the 

difference between the subject and control 

sets’ area under the lift curve. Lift and 

uplift curves are seldom used outside of 

the marketing domain, whereas the related 

ROC curve is frequently used in multiple 

areas. Achieving a good uplift using an 

ROC-based model instead of lift may be 

more intuitive in several areas, and may 

help uplift modeling reach a wider 

audience. 

 

We alter SAYL, an uplift-modeling 

statistical relational learner, to use ROC 

instead of lift. We test our approach on a 

screening mammography dataset. SAYL-

ROC outperforms SAYL on our data, 

though not significantly, suggesting that 

ROC can be used for uplift modeling. On 

the other hand, SAYL-ROC returns larger 

models, reducing interpretability. 

Lift and ROC AUC  

There is a strong connection between AUL 

and AUC.  Let 𝜋=
𝑃

𝑃+𝑁
 be the positive 

class skew, then: 

𝐴𝑈𝐿=𝑃×
𝜋

2
+ 1−𝜋𝐴𝑈𝐶 

Uplift modeling aims at optimizing uplift, 

the difference in lift over two sets. 

𝐴𝑈𝑈=𝐴𝑈𝐿𝑠−𝐴𝑈𝐿𝑐=Δ(𝐴𝑈𝐿) 

It constructs a new classifier such that: 

Δ𝐴𝑈𝐿∗ >Δ(𝐴𝑈𝐿) 

Expanding this, we get: 

𝐴𝑈𝐿𝑠
∗−𝐴𝑈𝐿𝑐

∗>𝐴𝑈𝐿𝑠−𝐴𝑈𝐿𝑐 

Which is equivalent to: 
𝐴𝑈𝐶𝑠

∗−𝐴𝑈𝐶𝑠
𝐴𝑈𝐶𝑐

∗−𝐴𝑈𝐶𝑐
> 
𝑃𝑐×(1−𝜋𝑐)

𝑃𝑠×(1−𝜋𝑠)
 

In a balanced dataset, we have 𝜋𝑐=𝜋𝑠=
1

2
 and 𝑃𝑐=𝑃𝑠, so we have 

𝑃𝑐×(1−𝜋𝑐)

𝑃𝑠×(1−𝜋𝑠)
=1.  

Thus, if the subject and control sets have 

the same numbers and skew: 
Δ𝐴𝑈𝐿∗ >Δ𝐴𝑈𝐿 
→ Δ𝐴𝑈𝐶∗ >Δ(𝐴𝑈𝐶) 

Otherwise, no such guarantee can be 

made. 
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Results 
We test SAYL-ROC on a breast cancer mammography dataset. Our subject and control sets are respectively 

older and younger patients with confirmed breast cancer. Positive instances have in situ cancer, and 

negative instances have invasive cancer. The aim is to maximize the in situ cases’ uplift. 

 

The older cohort has 132 in situ and 401 invasive cases, while the younger one has 110 in situ and 264 

invasive. The skews are 𝑃𝑠 = 132, 𝜋𝑠 = 
132

132+401
 (older), and 𝑃𝑐 = 110, 𝜋𝑐 = 

110

110+264
 (younger). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We use 10-fold cross-validation, making sure all records pertaining to the same patient are in the same fold. 

We run both SAYL and SAYL-ROC with a time limit of one hour per fold. For each cross-validated run, we 

use 4 training, 5 tuning folds and 1 testing fold. For each fold, we used the best combination of parameters 

according to a 9-fold internal cross-validation using 4 training, 4 tuning and 1 testing folds. We try two 

search modes, vary minpos between 7 and 13 (respectively 5% and 10% of older in situ examples), and set 

𝜃 to 1%, 5% and 10%. We evaluate the final SAYL and SAYL-ROC models using their final uplift curves, 

concatenated from the results of each testing set.  The table compares SAYL-ROC and SAYL to the 

previous ILP-based methods, Differential Prediction Search (DPS) and Model Filtering (MF), using minpos 

of 13.  Their uplift areas are compared using the paired Mann-Whitney test at 95% confidence. 

Conclusions 
SAYL and SAYL-ROC significantly 

outperform previous methods, but there is 

no significant difference between the two. 

Even though SAYL- ROC is optimizing 

for Δ(𝐴𝑈𝐶) during its training phase, it 

performs just as well as SAYL, which 

optimizes for Δ(𝐴𝑈𝐿). 

 

This result suggests that, on a moderately 

subject/control skewed data, Δ(𝐴𝑈𝐶) can 

indeed be used for uplift modeling. ROC 

is more frequently used than lift, and may 

be more intuitive in many domains. 

Nevertheless, more experiments are 

needed to establish ROC-based uplift 

performance. We plan on measuring 

Δ(𝐴𝑈𝐿) vs. Δ(𝐴𝑈𝐶) for various skews.  

 

SAYL-ROC produces as many rules as 

other ILP-based methods, more than twice 

that of SAYL. It is easy to interpret the 

final theory of other ILP methods as all of 

the rules are independent. SAYL and 

SAYL-ROC rules, however, are 

conditioned on each other as nodes in a 

Bayesian network, decreasing rule 

interpretability.  At an average of 9.3 

rules, a SAYL model is likely more 

interpretable, whereas at 24.7, SAYL-

ROC sacrifices interpretability. 

 

In conclusion, SAYL-ROC exhibits a 

similar performance to SAYL on our 

data, suggesting that ROC can be used for 

uplift modeling. SAYL-ROC returns 

larger models, reducing interpretability. 

More experiments are needed to test 

ROC-based uplift over different 

subject/control skews. 
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SAYL-ROC 
SAYL is a Statistical Relational Learner 

based on SAYU that integrates uplift 

modeling with the search for relational 

rules. Similar to SAYU, every valid rule 

generated is used to construct a Bayesian 

network (alongside with current theory 

rules) via propositionalization, but instead 

of constructing a single classifier, SAYL 

constructs two TAN classifiers; one Bayes 

net for each of the subject and control 

groups. Both classifiers use the same set 

of attributes, but are trained only on 

examples from their respective groups. 

SAYL uses the TAN generated 

probabilities to construct the lift and uplift 

curves, where area under the uplift curve 

(AUU) is the difference in areas under the 

lift curves (AUL). 

 

𝐴𝑈𝑈=𝐴𝑈𝐿𝑠−𝐴𝑈𝐿𝑐=Δ(𝐴𝑈𝐿) 

 

If a rule improves Δ(𝐴𝑈𝐿) by threshold θ, 

the rule is added to the attribute set. 

Otherwise, SAYL continues the search. 

 

We implement SAYL-ROC, a SAYL 

variant that computes area under the ROC 

curve (𝐴𝑈𝐶) instead for each of the 

groups using the two classifiers, and 

returns ∆(𝐴𝑈𝐶) as a rule score to guide 

the search. SAYL thus optimizes for 

Δ(𝐴𝑈𝐿), while SAYL-ROC optimizes for 

∆(𝐴𝑈𝐶). 

 

Algorithm  𝑨𝑼𝑼 𝑨𝑼𝑳𝒔 𝑨𝑼𝑳𝒄 Rules Avg. p-value 

SAYL-ROC 62.99 95.64 32.65 24.7 0.4316 

SAYL 58.10 97.24 39.15 9.3 - 

DPS 27.83 101.01 73.17 37.1 0.0020 * 

MF 20.90 100.89 80.99 19.9 0.0020 * 

Baseline 11.00 66.00 55.00 - 0.0020 * 

Uplift Modeling 
Uplift modeling is a differential prediction 

technique that comes from marketing.  In 

marketing, customers are broken into four 

categories: 

Persuadables 

Customers who will respond only when 

targeted. 

Sure Things 

Customers who will respond even when not 

targeted. 

Lost Causes 

Customers who will not respond, regardless of 

whether they are targeted or not. 

Sleeping Dogs 

Customers who will not respond as a result of 

being targeted. 

 

Only Persuadables and Sleeping Dogs have any 

effect on the value produced by a marketing 

action, and, ideally, only Persuadables would be 

targeted. 

 

 

 

Unfortunately, however, the group to which a 

customer belongs is unknown.  Only the customer 

response and whether they were targeted can be 

observed experimentally. 

 

 

 

 

To differentiate Persuadables from Sure Things 

and Sleeping Dogs, models are trained to better 

predict response in the targeted group than the 

control group.  The assumption is that such a 

model captures the characteristics that are more 

specific to the Persuadables. 

 

We wish to use this technique to capture the 

characteristics that are specific to older patients 

with in situ breast cancer. 

 

The difference in performance between the 

targeted and control groups is often measured 

using uplift, the difference in lift.  Lift is not a 

common metric though and is perhaps less 

approachable or understandable to those outside of 

the marketing domain. 


