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#### Abstract


## SAmQ

We propose state aggregation minimizing Q error (SAmQ).

## Q error

$$
\begin{equation*}
\varepsilon_{Q}(\Pi):=\max _{(s, a) \in \mathscr{\mathscr { S }} \times \mathscr{A}}\left|Q^{\theta^{*}}(s, a)-Q^{\theta^{*}}(\Pi(s), a)\right| . \tag{4}
\end{equation*}
$$

Minimize the $\mathbf{Q}$ error by clustering Consider a clustering problem with a distance function defined as

$$
\begin{equation*}
d\left(s, s^{\prime}\right):=\max _{a \in \mathscr{A}}\left|Q^{\theta^{*}}(s, a)-Q^{\theta^{*}}\left(s^{\prime}, a\right)\right| . \tag{5}
\end{equation*}
$$

## Procedure

Step 1 Estimate $Q^{\theta^{*}}$ using IRL [2].
Step 2 Aggregate states by clustering.
Step 3 Estimate structural parameters using NF-MLE with aggregated states.

Algorithm SAmQ
1: Input Dataset: $\mathbb{X}, n_{s}$.
2: Output $\hat{\theta}$
3: $\hat{Q} \leftarrow \operatorname{DeepPQR}(\mathbb{D})$
4: $\hat{\Pi} \leftarrow$ Clustering $\left(\mathbb{D}, \hat{Q}, n_{s}\right)$
5: $\hat{\theta} \leftarrow \operatorname{NF}-\operatorname{MLE}(\mathbb{D}, \hat{\Pi})$
6: Return $\hat{\theta}$

## Theory

Theorem 1 Under some assumptions

$$
\varepsilon_{a s y}(\Pi) \leq \frac{4}{C_{H}(1-\gamma)} \varepsilon_{Q}(\Pi)
$$

Theorem 2 Non-asymptotic error bounds are provided demonstarting the trade-off between variance and bias, with

$$
\begin{aligned}
& \text { BiasBound }:=\frac{4}{C_{H}(1-\gamma)}\left(\frac{R_{\max }+1}{1-\gamma} \frac{4}{n_{s}^{\frac{1}{n_{s}}}-1}+\varepsilon_{P}\right), \\
& \text { VarianceBound }:=\frac{4\left(R_{\max }+1\right)}{(1-\gamma) C_{H}} \sqrt{\frac{\log \left(\frac{4|\Theta|}{\delta}\right)}{2 N}} \\
& +\frac{R_{\max }+1}{(1-\gamma)^{2} C_{H}} \sqrt{\frac{\log \left(\frac{8 n_{s} n_{a}|\Theta|}{\delta}\right)}{2 N}} \frac{4}{C_{\text {uni }}-\sqrt{\frac{\log \left(\frac{4 n s n_{a} \Theta|\Theta|}{\delta}\right)}{2 N}}}
\end{aligned}
$$

## Experiments

| Table: Considered methods |  |  |
| :---: | :---: | :---: |
| Methods | Category | State Aggregation <br> Scheme |
| SAmQ | Proposed method | SAmQ |
| NF-MLE | DDM | No aggregation |
| PQR | IRL | No aggregation |
| NF-MLE-SA | DDM | By state values |
| PQR-SA | IRL | By state values |
| PQR-SAmQ | IRL | SAmQ |

Table: MSE for structural parameter estimation

|  | Number of aggregated states $n_{S}$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Methods | 5 | 10 | 50 | 100 | 1000 | SAmQ $\quad 0.046 \pm 0.0450 .014 \pm 0.0130 .002 \pm 0.0010 .001 \pm 0.0000 .004 \pm 0.001$ NF-MLE-SA $5.254 \pm 2.860 \quad 1.569 \pm 1.218 \quad 0.012 \pm 0.003 \quad 0.003 \pm 0.003 \quad 0.008 \pm 0.002$ PQR-SA $\quad 0.334 \pm 0.0010 .355 \pm 0.0190 .355 \pm 0.0360 .332 \pm 0.0030 .337 \pm 0.005$ PQR-SAmQ $1.557 \pm 0.1730 .383 \pm 0.1290 .354 \pm 0.0180 .377 \pm 0.0230 .335 \pm 0.004$

NF-MLE $0.199 \pm 0.020$
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Figure: Aggregated states for a simple example with 2-dimensional states. A good aggregation ignores the dummy state, and aggregates by column.
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