
Stat 431 Midterm Review Guide, Hyunseung Kang 
 
All of Stat 431 starts by (i) collecting i.i.d. samples,         from a distribution and (ii) studying its 
properties of the distribution. The main focus is studying its mean, , and variance,   .   
 
1. Sampling Distribution 

The most natural thing to do once we collected our sample is to compute its sample mean,  ̅  
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   , 

and sample variance,    
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    ̅ . In addition, we can identify the distributions of them 

Also, we can use boxplots/qq plots to summarize the sampling distribution  
 
Basics of QQ plots and Boxplots 
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where           
and are i.i.d. 

Properties 1. If     , then 
regardless of the original 
distribution of   ,  ̅ is 
normally distributed by 
Central Limit Theorem. 
Otherwise,            
assumption is needed 

1. If df (i.e.    ) gets larger, (i.e. 
     ) then          
2. t Distribution has a “FATTER” tail 
than the normal distribution  the 
95% intervals using t are LARGER than 
those using normal  

 

IQR = 𝑋0.75   𝑋0. 5 

Upper Fence = 
𝑋0.75 +   .5 ∗ 𝐼𝑄𝑅 

Lower Fence = 
𝑋0. 5    .5 ∗ 𝐼𝑄𝑅 

𝑧𝑖  
𝑥𝑖 𝑥 

𝑆
, z-score 

𝑧 𝑖  is the ith largest z score 

 



Identifying Skewness, Modes, and Outliers using Boxplots 

 
2. Testing Mean and Variance for One Sample 
In addition to using summary statistics and graphical tools, we can hypothesize about what the true   or 
  may entail and test our hypothesis.  In particular, the procedure of hypothesis testing is as follows: 

1. We hypothesis whether it’s a two-sided or a one-sided test.  
2. We create a test statistic,T(X), to test (a). All of our test statistics have to be pivotal (i.e. the 

probabilities of our test statistics CANNOT depend on the true unknown parameters).  

Bimodal, Symmetric

sample4

F
re

q
u
e

n
c
y

0 5 10

0
2
0

4
0

6
0

8
0

0
5

1
0

Bimodal, Symmetric

-3 -2 -1 0 1 2 3

-1
.5

-0
.5

0
.5

1
.5

Bimodal, Symmetric

Theoretical Quantiles

S
a
m

p
le

 Q
u
a

n
ti
le

s

Uniform, Symmetric

sample5

F
re

q
u
e

n
c
y

0.0 0.2 0.4 0.6 0.8 1.0

0
1

0
3
0

5
0

0
.0

0
.4

0
.8

Uniform, Symmetric

-3 -2 -1 0 1 2 3

-1
.5

-0
.5

0
.5

1
.5

Uniform, Symmetric

Theoretical Quantiles

S
a

m
p

le
 Q

u
a
n

ti
le

s
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Positively Skewed
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Symmetric (No Skew)
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Negatively Skewed
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The “U” Shape 

The “Upside-Down U” 
Shape 

Use log(x),√𝑥, or 
 

𝑥
 to 

transform this data 
into normal 

Use 𝑒𝑥 or 𝑥  to 
transform this data 
into normal 

Positive Tailing and 
middle bar is closer 
to the 25% quartile 

Negative Tailing and 
middle bar is closer 
to the 75% quartile 

Outlier in boxplot 

S-shape with large deviations from 
the line as data theoretical quartiles 
move away from 0 

“Hugs” the line 



3. We test our hypothesis with the test statistic. In particular, a natural testing procedure would be 
to reject the null is the probability of rejecting it is small given that the null is indeed true (i.e. 
Type I error is small). For example, for the two-sided case we reject the null whenever 

   
(|    |      )    where      is the observed value of the test statistic and   is the 

maximum probability of Type I Error.  

We can also reject the null through a variety of methods, as listed below. 
a. P-values:  If the maximum probability of Type I error from the sample (i.e. p-value) is less than 

the allowed probability of  Type I Error (i.e.  (| |  
 ̅   

 

√ 

)    , we reject the null 

b. Rejection Region: We reject the null whenever our observed test statistic is in a spec. region. 
c. Confidence Intervals: If the interval DOES NOT contains  0, we REJECT the null. Note that 
confidence intervals are random and it covers   under repeated sampling     amount of times. 

 
 Testing   with known    Testing   with unknown     Testing    
Hypothesis 
Setup 

1.  0    0,       0 (two-sided) 
2.  0    0,       0 (one-sided) 
3.  0    0,        0 (one-sided) 

Note: The direction of the inequality sign in the rejection 
region is identical to the direction of the inequality sign 
in the alternative 

1.  0     0,       0 
2.  0     0,       0 
3.  0     0,       0 

Assumptions  i.i.d. sample from a normal distribution* 
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Power: 
NOTE: Need a 
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                                   The truth 
 
Our conclusion from data 

 0 is actually true    is actually true 
Note: Type II + Power = 1 

We conclude:  0 is correct (i.e.  
 0is retained) 

Note: We don’t care about this 
box since we always control for 
Type I Error (aka this term is also 
controlled by    ) 

Type II Error or 
              |            

We conclude:    is correct (i.e.  0 
is rejected) 
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*You can check for normality using the QQ plot and make transformations as needed. Also, if the sample 
size is greater than 30, then by the CLT, we can assume it came from a normal distribution 
ou 
3. Testing Mean for Two Samples 
Suppose we collect         

i.i.d. from sample 1 and         
 i.i.d. from sample 2. We want to test 

whether the two samples have the same means (i.e.       ) 

**If   is known, then use z’s instead of t’s (see the case for known variance for one sample for details) 
Power: Same as the one-sample case. For example, for the case (1) for equal variance assumption 
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Paired Samples: If the samples are paired, take the difference and use one-sample testing procedure. For 
example,  0     and        where   represent the differences. Your   should be the number of 
pairs,    should be the sample variance of the differences , and  ̅ is the mean of the differences  

 Equal Variance Assumption Without Equal Variance Assumption 

Hypothesis 
Setup 

1.  0        0,           0 (two-sided) 
2.  0        0,           0 (one-sided) 
3.  0        0,            0 (one-sided) 

Note: The direction of the inequality sign in the rejection region is identical to the direction of 
the inequality sign in the alternative 

Assumptions  i.i.d samples from two normal distribution* AND independent samples from each other 
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