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Our Proposal: Distributed Store Buffer Design

+ Basic 2-level STB Jcache | - -

e STB1: speculative data forwarding

e STB2: enforce program order ] j

¢ Complexity Reduction
e« STB1: does not check age

e STBZ2: does not forward » cache | ©

* Performance Improvement [ STB2

e choose the right recovery policy

e some stores may skip STB1

IPC: 1-level STB (128-entry) ~ 2-level STB (8-entry STB1)



¢+ Introduction
4

+ Store Lifetime

+ 2-Level STB Design

* Design Enhancements
+ Conclusions



Processor Model
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¢ 8-Issue
* Sliced memory pipeline [Yoaz et al., 1sca9]
* 4 banks

¢ |atency prediction (cache hit)
e recovery from IQ

¢+ memory disambiguation
e store-sets [Chryros & Emer, ISCA 1998]
e recovery from RIB (Renamed Instruction Buffer) s
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Store Lifetime

¢ Spec Int2K (simpoints)

47 cycles

filled

allocate de-allocate

18
8

78%
last use

+ few Stores forward data
+ early entry allocation
¢ |late entry de-allocation
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Base 2-Level Store Buffer Design
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Base 2-Level Store Buffer Design

®- STB2 | .
cache |

filed | 47 cycles

allocate de-allocate

18
78%

last use
¢ STB2

centralized, large
« keeps all in-flight stores
e checks program order and updates cache
= entries are allocated from dispatch to commit



Base 2-Level Store Buffer Design

®- STB2 | .
cache |

filed | 47 cycles

allocate de-allocate

/8%

last use
¢ STB1

« distributed (single-ported, few entries)

e cache latency

e circular buffer, allocated at execution

e speculative forwarding (STB2, 1Q) 1



Base 2-level STB vs 1-level STB
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e high 1Q pressure
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Design Enhancements

+ Reducing 1Q Occupancy
e Recovery from RIB

* STB2 simplification:

e do not no forward
+ Reducing Contention

 Non Forwarding Store Predictor
¢ STB1 simplification

e do not check ages
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|Q Occupancy: Recovery from RIB

IPC
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# of STB1 bank entries

¢ high FWD coverage

* 0.1% LD misspeculations

¢ recovery from RIB
Instead of
recovery from 1Q
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STB2 simplification: no forward

X
| STB2 VS
ot
1PC
2.20 +
. ste2 forwards ~ ® STB2 forwards

STB2 no forward e STB2 data read ports

2000 /10804 e datapath (bypass network)
e |Q scheduling (2 latencies)
2.05
200 o ¢ STB2 does not forward
‘es |l e LD wait until ST commits
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Reducing Contention: NFS predictor

IPC

2.20 +

2.15 +

2.10 +

2.05 ~

+1.490 NFS predictor ¢ stores: 70% do not FWD
.~ . = use free issue memory port

no predictor

* NFS predictor
e 4K sat. counters, 3 bits

e 64% ST classified as NFS

2.00 _
Issue memory port
1.95 — _
4 6 8 10 12 16 32 64 128 * 0.47% false negative NFS
# of STB1 bank entries recover & wait
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STB1 simplification: no check age

STB1 STB1
Load @, age N . Load @ S H9
8

@ age data @ data
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| _ Srelagecheck ¢ compare address
s :Oiﬁc;/o " STBL no age e On a match
210 | ] se : ro er
2.05 | ' nstruct e
200 { - oo select last allocated
s % §STB2 checks STB1
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# of STB1 bank entries 18
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e 8-entry STB1 banks
cache latency

e 128-entry STB2
cache latency +5 cycles
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* two-level distributed STB

e distributed STB1
speculative forwarding
1 port, small banks (within cache bank latency)
circular buffer, allocated at execution

e simplifications: hardware
STB1 does not use instruction age
STB2 does not forward

e Improvements

recovery from RIB

NFS Predictor -



