1. (10 points) Suppose we run a ridge regression with regularization parameter $\lambda$ on a single variable $X$, and get coefficient $\beta$. We now include an exact copy $X^* = X$, and refit our ridge regression. Show that both coefficients are identical, and derive their value.

Solution: Let $X$ be the $n \times p$ feature matrix, and $y$ the $n$-vector of labels. Ridge regression solves

$$\min_\beta \|X\beta - y\|^2 + \lambda \|\beta\|^2,$$

and has the general closed form solution

$$\beta = (X^T X + \lambda I)^{-1} X^T y.$$

In this question, $q = 1$ initially, and we can write

$$\beta = \frac{X^T y}{X^T X + \lambda}.$$

Now, with the duplication dimension, the feature matrix is $[XX]_{n \times 2p}$. The new optimization problem is

$$\min_{\beta_1, \beta_2} \|X\beta_1 + X\beta_2 - y\|^2 + \lambda \|\beta_1\|^2 + \lambda \|\beta_2\|^2.$$

Take the partial derivatives and set them to zero, we get

$$2X^T(X\beta_1 + X\beta_2 - y) + 2\lambda \beta_1 = 0$$
$$2X^T(X\beta_1 + X\beta_2 - y) + 2\lambda \beta_2 = 0$$

By symmetry,

$$\beta_1 = \beta_2 = \frac{X^T y}{2X^T X + \lambda}.$$

In terms of the old $\beta$, we have

$$\beta_1 = \beta_2 = \frac{X^T X + \lambda}{2X^T X + \lambda \beta}.$$
2. (30 points) Consider the 1D Gaussian distribution $p(x) = N(x; \mu, \sigma^2)$ with mean $\mu$ and variance $\sigma^2$. Define sufficient statistics $\phi(x) = (x, x^2)^\top$. Show key derivation steps when answering the following questions.

(a) Express $p(x)$ in exponential form with parameters $\theta = (\theta_1, \theta_2)^\top$. In particular, derive $\theta_1, \theta_2, A(\theta)$ in terms of $\mu, \sigma^2$.

Solution: Rewrite $p(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right)$ as

$$p(x) = \exp\left(\frac{\mu}{\sigma^2}x - \frac{1}{2\sigma^2}x^2 - \left(\frac{\mu^2}{2\sigma^2} + \log(\sqrt{2\pi}\sigma)\right)\right),$$

we match the exponential form

$$p(x) = \exp\left(\theta_1 x + \theta_2 x^2 - A(\theta)\right).$$

Thus,

$$\theta_1 = \frac{\mu}{\sigma^2},$$

$$\theta_2 = -\frac{1}{2\sigma^2},$$

$$A(\theta) = \frac{\mu^2}{2\sigma^2} + \log(\sqrt{2\pi}\sigma) = -\frac{\theta_1^2}{4\theta_2} + \log(\sqrt{2\pi}\sigma) = \frac{-\theta_1^2}{4\theta_2} + \log\frac{-\pi}{\theta_2}.$$  

(b) Define $\Omega$.

Solution: By inspection, $\theta_2$ needs to be less than zero for $A(\theta)$ to be properly defined. Thus

$$\Omega = \{ (\theta_1, \theta_2) \in \mathbb{R}^2 \mid \theta_2 < 0 \}.$$  

(c) Given parameter $\theta$, derive the corresponding mean parameter (suggestion: call the mean parameter $m = (m_1, m_2)^\top$ to avoid confusion with the mean of the Gaussian).

Solution: Note $m = \nabla A(\theta)$, we get

$$m_1 = -\frac{\theta_1}{2\theta_2},$$

$$m_2 = \frac{\theta_1^2}{4\theta_2^2} - \frac{1}{2\theta_2}.$$  

We can re-cast them into the familiar (non-natural) parameters:

$$m_1 = \mu,$$

$$m_2 = \mu^2 + \sigma^2.$$  

(d) Derive the set of realizable mean parameters $\mathcal{M}$.

Solution: By inspection, $\sigma^2 > 0$. Thus

$$\mathcal{M} = \{ (m_1, m_2) \in \mathbb{R}^2 \mid m_2 > m_1^2 \}.$$
(e) Derive the conjugate dual function $A^*$.

Solution: The easy route: we know that

$$A^*(m) = \infty, \ m \notin \mathcal{M}$$

$$A^*(m) = -H(p_{\theta(m)}), \ m \in \mathcal{M}.$$  

We also know the parameter $\theta(m)$ in its non-exponential form from (c):

$$\mu = m_1, \sigma^2 = m_2 - m_1^2.$$  

We just need to compute the negative entropy of the Gaussian with this $\mu, \sigma^2$, which turns out to be

$$A^*(m) = -\frac{1}{2} \log \left(2\pi e(m_2 - m_1^2)\right), \ m \in \mathcal{M}.$$  

3. (30 points) You will implement a Metropolis-Hastings sampler in this question. The target distribution $p(\theta)$ is a Mixture-of-Dirichlet:

$$p(\theta) = \frac{1}{2} \text{Dir}(\theta; \alpha_1 \ldots \alpha_d) + \frac{1}{2} \text{Dir}(\theta; \beta_1 \ldots \beta_d)$$  

where $d$ is the dimensionality, and the $\alpha$’s and $\beta$’s are positive Dirichlet parameters.

(a) Derive $\mathbb{E}_p[\theta]$ in the general case.

Solution: the $i$th dimension in the mean is

$$\frac{1}{2} \left( \frac{\alpha_i}{\sum_j \alpha_j} + \frac{\beta_i}{\sum_j \beta_j} \right).$$

(b) Let $d = 3$. Describe how you generate a particular set of $\alpha$’s and $\beta$’s in $(0, +\infty)$. These are going to specify your target distribution $p(\theta)$. Show your $\alpha$’s and $\beta$’s, as well as the value of $\mathbb{E}_p[\theta]$.

(c) Your Metropolis-Hastings sampler can evaluate $p(\theta)$ (or an unnormalized version of it) for any $\theta$. However, do not give the proposal distribution any knowledge of your $\alpha$’s and $\beta$’s (i.e., it should not know where the true modes are, etc.). Instead, use a $d$-dimensional Gaussian distribution centered on the previous sample:

$$q(\theta' \mid \theta) = N(\theta'; \theta, \frac{1}{10} I)$$  

where $I$ is the $d$-dimensional identity matrix.

Explain the mismatch between the domains of the Mixture-of-Dirichlet distribution, and the Gaussian proposal distribution. Explain how you handle the mismatch.
Solution: The problem is that $\theta$ is in the $d$-simplex, i.e., sum to 1, and elementwise positive. A Gaussian proposal centered on $\theta$ with probability 1 leaves the simplex. It suffices to project $\theta'$ to the subspace $\sum_i \theta_i' = 1$ without enforcing the positivity constraints:

$$ \min_{\theta'} \|\theta' - \theta\|^2 $$

$$ \text{st} \quad \sum_i \theta_i' = 1. $$

The solution is

$$ \theta_i' = \theta_i - (\sum_k \theta_k - 1)/d. $$

(d) Generate 5,000 samples with your Metropolis-Hastings sampler, discard the first 1,000 for burn-in. Plot the remaining 4,000 samples as a 2D scatter plot: Each $\theta = (\theta_1, \theta_2, \theta_3)$ can be plotted as a 2D point $(\theta_1, \theta_2)$.

(e) Estimate $\mathbb{E}_p[\theta]$ with your 4,000 samples.

(f) Repeat the question but with $d = 10$. Specifically, show the $\alpha$’s and $\beta$’s, the true $\mathbb{E}_p[\theta]$, and your estimated $\mathbb{E}_p[\theta]$ from 4,000 samples. You do not need to visualize them.

Comment: You should see large error with higher dimensions – this is the weakness of MCMC methods (with naive proposal distributions, at least).

4. (30 point)

MendotaIce.txt lists $x \in [0,1]$ the fraction of time (per year) that Lake Mendota was covered by ice. Each row is for a single year (not necessarily in the correct order). This data comes from the Wisconsin State Climatology Office and dates back to 1855. The article DETERMINING THE ICE COVER ON MADISON LAKES at http://www.aos.wisc.edu/~sco/lakes/msn-lakes_instruc.html serves as a fine example of the Wisconsin tradition to integrate scientific research and beer.

Let us estimate the density distribution $p(x)$ with a kernel density estimator. Use the kernel $K = N(0,1)$. Do not worry about probability mass “leaking” outside [0,1].

(a) Plot the cross-validation estimator of risk $\hat{J}(h)$ on a dense grid of $h$.

Give the value of the optimal $h$ you use.

(b) Plot the density using your optimal $h$.

(c) Plot the densities using $h/10$ (under-smoothing) and $10h$ (over-smoothing), respectively.

Solution: The optimal $h$ is around 0.03, with $\hat{J}(h)$ having a somewhat V-shape. The proper density looks unimodal; under-smoothing looks zigzagged; over-smoothing is too flat.