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Abstract

Wikipedia is a very large and successful Web 2.0 example. As
the number of Wikipedia articles and contributors grows at a
very fast pace, there are also increasing disputes occurring
among the contributors. As a result of disputes, many arti-
cles in Wikipedia are controversial. In this project, I propose
a supervised learning model using Support Vector Machines
(SVMs) to identify controversial articles in Wikipedia. The
idea is to represent each article by a bag-of-word feature vec-
tor. Each value in this vector is a raw count of a word type
appearing in the article. Experiments on real articles from
Wikipedia show that the proposed approach can effectively
identify controversial articles.

Introduction and Motivation

Using open source Web editing software (e.g. wiki), online
community users can now edit, review and publish articles
collaboratively. Among the large and more successful wiki
sites is Wikipedia (Voss July 2005), the online encyclopedia
which covers 16.6 million articles (both English and non-
English), 9.5 million users and 200 languages (Wikipedia
a). As Wikipedia is growing very fast in both number and
size, there is also a higher likelihood for disputes to occur
among contributors. Disputes often happen in articles with
controversial content, in which contributors have different
or even opposite opinions. For example, “Iraq War” is one
of the most controversial articles in Wikipedia. It attracts
a lot of disputes among contributors because they have dif-
ferent standing points about the war. Some people support
it while some others strongly oppose to it. They also have
difficulties in agreeing on different facts of the war. Addi-
tionally, disputes can be caused by “defensive” contributors
who always argue to defend their ideas even when they are
incorrect. As aresult of disputes, many articles in Wikipedia
are controversial.

In this project, I aim to identify controversial articles (con-
troversies for short), which is important due to the following
two reasons. First, controversies appearing in Wikipedia ar-
ticles are often a good reflection or documentation of the
real world. Finding controversies in Wikipedia can there-
fore help the general public and scholars to understand the
corresponding real world controversies better. Second, It al-
lows moderators and contributors to quickly identify highly
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controversial articles, thereby improving the effectiveness of
the dispute resolution process by reducing the amount of ef-
fort searching for such articles.

However, determining controversies in Wikipedia is a
great challenge. First, there is a huge number of articles,
which makes it impossible to manually look at each article
and identify controversies. Second, the articles cover a wide
range of topics that require a lot of background knowledge
for identifying controversies. Third, articles are growing
very fast and that makes any results ever obtained be soon
outdated.

There have been several approaches related to determin-
ing controversies in Wikipedia. Wikipedia currently lets
users to assign controversial tags (Wikipedia b) to articles to
signal its controversies. Some other works, including (Lim
et al. 2006; Hu et al. 2007b; 2007a; Vuong et al. 2008;
Adler and de Alfaro 2007, Kittur et al. 2007) focus on de-
veloping unsupervised models to rank articles’ qualities and
controversies in Wikipedia. However, these approaches are
either inefficient or achieving very low accuracy.

In this project, I propose an automatic approach for iden-
tifying controversies in Wikipedia. In particular, I represent
each article as a bag-of-word vector in which each value is
the raw count of a word type. I then apply a supervised
learning model based on SVMs to learn models for detect-
ing controversies. These learned models are subsequently
used to classify unlabeled articles. Experiments on real arti-
cles from Wikipdia show a great promise of this solution in
detecting controversies.

Methodology

Articles: In Wikipedia, each article consists of a sequence
of revisions. Each revision is created whenever a contributor
makes some changes and saves them. The article’s content
that we see in Wikipedia is just its latest revision. Concep-
tually, two different revisions of an article can have differ-
ent content as they may possibly contain different words or
the same words but in different orders. Thus, two different
revisions of a single article may have different controversy
characteristics. In my approach, by “article” I refer to a par-
ticular article revision at a certain time.

Bag-of-word representation: In my approach, each arti-
cle in the data set is first segmented into a bag of words. The
data set’s vocabulary is created by merging all word types
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Figure 1: Accuracies of the first model.
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Figure 2: Accuracies of the second model.

appearing in all articles. After the vocabulary is created,
each article is represented by a bag-of-word vector, whose
size is equal to the vocabulary size. For each vector, the i*"
value corresponds to the " word type in the vocabulary, and
that value captures the number of occurrences of the corre-
sponding word type in the article. Note that I just keep the
raw word counts and do not perform any normalization.

Additional features: In Wikipedia, controversial articles
often have longer content (i.e. the number of words in the
latest revision) or longer histories (i.e. the number of revi-
sions) than non-controversial ones. This is because contro-
versial articles often attract more attention from community
users. As a result, they add/remove content from these arti-
cles more often and that causes articles to have longer his-
tories. However, the editing activities due to controversy do
not happen forever. After some “peak” editing periods, an
article often stabiles (because the contributors have found
consensus on controversial content, or the moderator has
prevented editing due to editing wars (Wikipedia c)). These
stabilized articles often have long content. To capture these
properties, I design two additional features that represent ar-
ticle content length and article history length. In the current
implementation, I only consider article content length and
leave the history length for a future work.

Data sets: To collect data sets for training, I retrieve a set
of controversial articles and a set of non-controversial ones
from Wikipedia. The process of collecting data and perform-
ing preprocessing is discussed in detailed in the next section.

Training and Classifying: After collecting labeled arti-
cles and generate feature vectors for them, I train the model
using SVMLight (Joachims ) software. The resulting model
is saved to a file and is subsequently used for classifying test
data and unlabeled data.

Empirical Evaluation

Data collection: Wikipedia has a special page listing the
most controversial articles in each category (Wikipedia d).
To download controversial articles, I crawled for articles
from the Politics/Economics category and only kept their
latest revisions. To download non-controversial articles, 1
crawled for other articles from the same category. To ensure
these articles are truly non-controversial, I only kept the arti-
cles with reasonable histories (more than 100 revisions) and
had not been tagged as controversial. Again, I only retained
the latest revisions. There were 130 controversial articles
and 525 non-controversial articles in total.

Data preprocessing: After articles were downloaded,
each article is an xml document which contains both the ar-
ticle’s wiki text and a lot “dirty” data (such as xml tags, wiki
formatting tags, punctuations, stop words, etc). To ensure
these dirty data do not affect the learned models, I performed
several cleaning steps. First, I removed all the xml tags, wiki
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Figure 3: Accuracies of the third model.
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Figure 4: Accuracies of the fourth model.

formatting tags and their associated text. Next, I removed all
characters which are neither letters nor digits. After that, I
segmented each document into a bag of words and removed
all stop words from this bag.

Models: Next, I applied SVMs to learn four models and
compared their performance. The first model uses just bag-
of-word vector representation and a linear kernel. The sec-
ond model uses bag-of-word vector representation but with
the polynomial kernel (sa”b + ¢)? where s = 1,c¢ = 1,d =
2. The third model is the same as the first model except it
adds article length as an extra feature. Finally, the fourth
model extends the second model by adding the extra article
length feature. To evaluate the performance of each model,
I performed a ten-fold cross validation.

Runtime: Training the first and the second models on the
collected data sets was very fast. Each fold under these mod-
els took less than one minute. However, training the third
and the fourth was much longer. Each fold took roughly
about 30 minutes. This fact indicates that when the article
length is added as a feature, the training algorithm converges
much more slowly.

Accuracies: Tables 1,2,3, and 4 show the accuracy of each
fold and the average accuracy of the each model. It is clear
that all the models perform very well in detecting controver-
sial and non-controversial articles. The average accuracies
are much higher than the baseline accuracy of 0.8'. The
addition of the article length into the third and fourth mod-
els has different effect. In the third model, it helps improve
the accuracy while in the fourth model, it reduces the ac-
curacy. Among the first two models, the first model also
has a slightly better performance. That implies the use of a
polynomial kernel does not help to make the two article sets
more separable.

Most influential features: Looking at the parameter vec-
tor (w) of each fold, I observe that the component with the
greatest magnitude in nine folds corresponds to the word
“party”. That means “party” plays an important role in clas-
sifying controversial articles. The remaining word is “ed-
ucation”. This result is reasonable because the category of
the data sets is Politics/Economics. Thus, words which are
highly related to this category play important roles.

Conclusions

Automatically identifying controversies in Wikipedia is a
challenging problem due to many factors. In this project,
I propose a supervised learning model using Support Vec-
tor Machines to identify controversial articles in Wikipedia.
In this approach, each article is represented by bag-of-word
features and some additional features. Experimental results
show that this is a very promising direction to proceed.

'"Tn a baseline model, we just classify all articles as non-
controversial and the accuracy obtained is 526 /(526 + 130) = 0.8
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