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Abstract

This project aims at developing a tool for searching people
in a specific domain using text search queries. In addition to
producing accurate search results the project also intends to
provide a graphical 2-D representation of the people in the
domain. Also the search queries are projected in the people
clustering plot to better understand the relation between the
search results.

Introduction

In today’s internet world, search engines have become an
integral part of our daily activities. With a dozen and odd
general search engines available, searching for information
based on keywords/topics has become a simple activity.
Most of these search engines use keyword based paradigm
for performing search and hence the results turn out to be
more in terms of query text occurrence in the document. So
currently for users to perform people search, they would
need to know the person’s name and/or other structured
details like address/phone number to look up on the
internet. Motivated by the idea of enabling people on the
internet to be looked upon based on keywords/tags, this
project aims at exploring options for the same.

UW People Search

The People Search is a good combination of an expert
finder and a general search engine. Given a topic/tag we
expect to obtain a list of most relevant people to the search
term. Considering the dataset belongs to a specific domain,
we crawl, index and rank only information pages
pertaining to the people belonging to this domain. In our
case we have chosen the domain of cs.wisc.edu (i.e.) the
computer science department within the University of
Wisconsin Madison.

There are two parts to producing the results of a query
search: (i) Cosine similarity based search result (ii) PCA
clustering plot. These have been explained in the following
section.

Textual Search Result

This is similar to a regular search result. It is performed by
calculating the cosine similarity between the query term
and the people’s feature vector in the domain. The
technique of TFIDF has been employed for calculating the
term weights for each individual person in the domain.

In addition to cosine similarity score, words’ co-occurrence
weights and window distance between the query terms in
the person’s documents have been used to determine the
ranks of the search results

PCA based plot

The second part of the people search result is a visual
representation of the search results. The input query is
projected in a 2 dimensional plot. The technique of PCA
(principal component analysis) has been applied to perform
dimension reduction of the original feature vectors. A plot
representing each individual person in the domain is
plotted using the two principal components obtained from
PCA. The given search query is then projected on this plot.
This graphical representation helps to understand the
distribution of people around the given search term as well
as compare and contrast query results.

Input Corpus

Unstructured data of peoples’ web pages in cs.wisc.edu
domain forms the input corpus. These pages are crawled
and categorized into Faculty, Staff, Grad students and
Undergrad students. This categorization is based on the
base url of the people. (Eg: faculty list is extracted from the
www.cs.wisc.edu/faculty.html)

In all there are 234 people in the domain crawled and 8371
word types in the vocabulary obtained after performing the
following text PREPROCESSING steps.

Html stripping

Unigram model(bag of words)

Stop word filtering

Proper noun identification

Case folding




A matrix of people against vocabulary’s word types is also

computed for performing PCA in Matlab.

Results

The top results of some search query is tabulated below
with their corresponding meta details (scores and tags

associated with the search result)
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Table 1: Table of search results

A PCA 2-D representation of the domain people is given

below.
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Figure 1: 2-d plot of people in the domain

This plot is obtained by considering the Eigen vector of
covariance matrix corresponding to maximum variance
(high Eigen values). The original feature vector of the
people in the domain is reduced to the top two Eigen
vector dimensions and represented on a 2-D plot.

Given below is the plot with the projection of search
queries in Table 1 included.
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Figure 2: zoomed view of 2-d plot with queries in Table 1
projected

CONCLUSION

While the results produced are satisfactory, they have not
been compared against any existing similar tools or
standards to determine precision of this system.

Also a better idea about this systems performance and
accuracy of results can be obtained by extending this tool
to a bigger dataset (domain).

Limitations

Considering the dataset being unstructured data (web
pages) the search results depends on the extraction
technique used on the data sources to obtain the features.
Also automation of identifying and crawling new
datasources within the domain is another interesting
challenge.

The graphical representation produced has some loss of
data. When the multidimensional feature vector is reduced
to two dimensions, finer details are lost. So the graphical
representation should be viewed as good approximation of
the people clustering patterns seen in the domain.

Applications

Domain based people search has far and out reaching
application. With online social networks, blogs and other
online user interactive groups getting popular, a search tool
that can perform search on people based on topics and
keywords as apposed to the traditional people search based
on first and last name would be very helpful.lt can help see
commonalities between people and other interesting
patterns.
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