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Problem Setup:
• A teacher with full knowledge of the MDP wants to teach the optimal 

policy to the learner asap.
• Teacher can manipulate the transition/rewards.
• How many samples is required to learn the optimal policy with a teacher?

Prior Work:
1. Teaching by demonstration (imitation learning): 

• well-studied.

• Sample complexity: 𝑂
𝐻2𝑆

𝜖
to learn an 𝜖-optimal policy.

2. Teaching by reinforcement (Reward Shaping):
• Performs well in practice.
• Little theoretical understanding.

Questions we answer in this work:
➢ What is the best teaching strategy given different teacher control?

➢ What is the sample complexity of learning under optimal teaching?

Problem Statement Sample Complexity of Teaching

➢ Level 1 Teacher
• can generate arbitrary (𝑠𝑡, 𝑟𝑡, 𝑠𝑡+1), and override the agent action 𝑎𝑡.
• None of these need to obey the MDP (specifically 𝜇0, 𝑃, 𝑅).
• Sample Complexity: 𝑆
• How: Give (𝑠, 𝜋∗ 𝑠 , big reward) for each 𝑠 ∈ 𝑆.

➢ Level 2 Teacher
• can generate arbitrary (𝑠𝑡, 𝑟𝑡, 𝑠𝑡+1), but can’t override action 𝑎𝑡.
• Sample Complexity: 𝑆(𝐴 − 1)
• How: Now each state needs to be visited at least A-1 times to learn the 

desired action.

➢ Level 3 Teacher
• can generate arbitrary 𝑟𝑡.
• but can only generate MDP-supported initial state and next state, i.e.

𝜇0 𝑠0 > 0, and 𝑃 𝑠𝑡+1 𝑠𝑡, 𝑎𝑡 > 0.

• Sample Complexity: Θ SAH
1

1−𝜖

𝐷
.

➢ Level 4 Teacher
• can generate arbitrary 𝑟𝑡.
• must obey the MDP transition, i.e. s0 ∼ 𝜇0 𝑠0 , and 𝑠𝑡+1 ∼ 𝑃 ⋅ 𝑠𝑡, 𝑎𝑡 .

• Sample Complexity:Θ SAH
1

𝑝min(1−𝜖)

𝐷
.

• NavTeach Algorithm for Level 3 & 4 Teaching

1. Define an order of the states to teach.
2. For the current state, teach a navigation path to that state, and then teach

the target action in that state.

Key challenge: teach in an such an order that the target action in earlier states
wouldn’t interfere with the navigation to later states.

Our solution: Construct a breath-first tree 𝑇 on the underlying graph. Teach in
the order of depth-first traversal of 𝑇.

4 Levels of Teaching

Episodic MDP:
• The environment is an episodic MDP ℳ = (𝑆, 𝐴, 𝑅, 𝑃, 𝜇0, 𝐻):

• 𝑆 is the state space.
• 𝐴 is the action space.
• 𝑅: 𝑆 × 𝐴 → ℝ is the reward function.
• 𝑃: 𝑆 × 𝐴 → Δ𝑆 is the transition function.
• 𝜇0 ∈ Δ𝑆 is the initial state distribution.
• 𝐻 is the episode length.

• The learner wants to learn the optimal policy:

Preliminaries

𝛜-Greedy Q-Learner:
• The agent performs standard Q-learning, defined by

where 𝛼_𝑡 is the learning rate and 𝛾 is the optional discounting factor.

• The agent behaves according to the 𝜀-greedy policy

“Cost of no simulator” = 𝑝𝑚𝑖𝑛
−D

“Cost of navigation” = H

“Cost of free will” = A


