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Iris Learns “Cow”

Think machine learning

supervised learning

given stimulus feedback pairs (x1, y1), . . . (xn, yn) ∼ p(x, y)
learn classifier f : X 7→ Y
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Think More Machine Learning

overfitting

manifold learning

active learning
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Overfitting in Humans

Outline

1 Overfitting in Humans

2 Human Manifold Learning

3 Active Learning in Humans
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Overfitting in Humans

Bounding Overfitting in Humans [NIPS 2009]

binary classifier f : X 7→ ±1

training error ê(f) = 1
n

∑n
i=1(yi 6= f(xi))

generalization error e(f) = E
(x,y)

iid∼PXY
[(y 6= f(x))]

I unknowable as the World PXY is unknown

overfitting e(f)− ê(f)
I usually estimated using a test set
I the nature of overfitting unclear
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Overfitting in Humans

Generalization Error Bounds in Machine Learning

Review:

Though PXY is unknown, computational learning theory can bound
overfitting

Key idea: f comes from a function family F with limited capacity R

Theorem. Let F : X 7→ ±1. Let {(xi, yi)}n
i=1

iid∼ PXY be a training
sample of size n. ∀δ > 0, with probability at least 1− δ, every function
f ∈ F satisfies

e(f)− ê(f) ≤ R(F ,X , PX , n)
2

+

√
ln(1/δ)

2n
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Overfitting in Humans

Rademacher Complexity

Review:

R(F ,X , PX , n) = Exσ

[
sup
f∈F

∣∣∣∣∣ 2n
n∑

i=1

σif(xi)

∣∣∣∣∣
]

where the expectation is over x = x1, . . . , xn
iid∼ PX , and

σ = σ1, . . . , σn
iid∼ Bernoulli(1

2 , 1
2) with values ±1.

intuition: if for any random data (x1, σ1) . . . (xn, σn), ∃f ∈ F which
correlates the random labels, then F has high capacity

R can be estimated from samples of x, σ
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Overfitting in Humans

Estimating Human Rademacher Complexity

F is all the classifiers in our mind!

1 Participant shown paper with {(xi, σi}n
i=1, asked to learn rule

2 filler task

3 Shown {xi}n
i=1 again, predict labels f̂(xj). Order scrambled, not told

the items are the same.

Key approximation:

sup
f∈F

∣∣∣∣∣ 2n
n∑

i=1

σif(xi)

∣∣∣∣∣ ≈
∣∣∣∣∣ 2n

n∑
i=1

σif̂(xi)

∣∣∣∣∣
Average over m participants R ≈ 1

m

∑m
j=1

∣∣∣ 2n ∑n
i=1 σ

(j)
i f̂ (j)(x(j)

i )
∣∣∣
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Overfitting in Humans

Estimated Human Rademacher Complexity

rape killer funeral · · · fun laughter joy

the Shape domain the Word domain
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Overfitting in Humans

Human Generalization Error Bounds

e(f) ≤ ê(f) +
R(F ,X , PX , n)

2
+

√
ln(1/δ)

2n

condition subject ê RHS e

WordEmotion 101 0.00 1.43 0.58
n=5 102 0.00 1.43 0.46

103 0.00 1.43 0.04
104 0.00 1.43 0.03
105 0.00 1.43 0.31

WordEmotion 106 0.70 1.23 0.65
n=40 107 0.00 0.53 0.04

108 0.00 0.53 0.00
109 0.62 1.15 0.53
110 0.00 0.53 0.05
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Overfitting in Humans

Human Overfitting Behaviors

Wrong rules learned by humans:

whether the shape faces downward

whether the word contains the letter T

things you can go inside

odd or even number of syllables

training items (grenade, B), (skull, A), (conflict, A), (meadow, B),
(queen, B) ⇒ story: a queen was sitting in a meadow and then a
grenade was thrown (B = before), then this started a conflict ending
in bodies & skulls (A = after).

training items (daylight, A), (hospital, B), (termite, B), (envy, B),
(scream, B) ⇒ class A is anything related to omitting[sic] light
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Overfitting in Humans

Rademacher Complexity Predicts Overfitting
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Overfitting in Humans

Mini Summary

overfitting = true error - training error

computational learning theory bounds overfitting

Rademacher complexity: “capacity” of learner
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Human Manifold Learning

Outline

1 Overfitting in Humans

2 Human Manifold Learning

3 Active Learning in Humans
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Human Manifold Learning

Human Manifold Learning [NIPS 2010]

Classification with

labeled items x1, . . . , xl ∈ Rd and labels y1, . . . , yl ∈ {−1, 1}
unlabeled items xl+1, . . . , xl+u ∈ Rd without labels

(a) the data (b) supervised learning (c) manifold learning
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Human Manifold Learning

An electric network interpretation
Review:

Edges (constructed by ε-NN) are resistors with conductance wij

1 volt battery connects to labeled points y = 0, 1
The voltage at the nodes is the harmonic function
fu = −∆uu

−1∆ulYl

Implied similarity: similar voltage if many paths exist

+1 volt

wij
R  =ij

1

1

0
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Human Manifold Learning

Human Behavioral Experiments

x1 = (0, 0.1), x2 = (1, 0.9), x3 = (0.39, 0.41), x4 = (0.61, 0.59)

(demo)
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Human Manifold Learning

Six Tasks
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Human Manifold Learning

Human Behaviors (Majority Vote)

Majority vote
2lgridU 2lmoonsU 2lmoonsUh 4lgridU 4lmoonsU 4lmoonsUh
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Human Manifold Learning

Humans are Probably Not Just Following Highlighting
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Human Manifold Learning

Human Model Selection

axis-parallel � graph (with highlighting) > other > graph (no highlighting)

Can be explained by Bayesian model selection...
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Human Manifold Learning

Bayesian Model Selection

7 Gaussian Process models: kernel (covariance matrix) k1 . . . k7

Our model is a convex combination

k(λ) =
7∑

i=1

λiki, s.t. λi ≥ 0,

7∑
i=1

λi = 1

The best weights can be found via evidence maximization (assume
uniform prior over λ):

max
λ

p(y1:l | x1:l, λ)

s.t. λi ≥ 0,

7∑
i=1

λi = 1
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Human Manifold Learning

Bayesian Model Selection Explanations

no manifold learning without highlighting: people don’t have kgraph

no manifold learning in 2lmoonsUh
I many optimal λ with evidence 0.25, mean is

(0, 0.27, 0.25, 0.22, 0.26, 0, 0)
I “manifold learning” λ = (1, 0, 0, 0, 0, 0, 0) has inferior evidence 0.249

yes in 4lmoonsUh
I “manifold learning” λ = (1, 0, 0, 0, 0, 0, 0) has largest evidence 0.0626
I all other λ’s have inferior evidence

(University of Wisconsin) Is Machine Learning the Wrong Name? 23 / 33



Active Learning in Humans

Outline

1 Overfitting in Humans

2 Human Manifold Learning

3 Active Learning in Humans
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Active Learning in Humans

Active Learning in Humans [NIPS 2008]
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Active Learning in Humans

Phenomenon 2: Active Learning [NIPS 2008]
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Phenomenon 2: Active Learning [NIPS 2008]

(University of Wisconsin) Is Machine Learning the Wrong Name? 27 / 33



Active Learning in Humans

Phenomenon 2: Active Learning [NIPS 2008]
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Active Learning in Humans

Active Learning

X = [0, 1],Y = ±1
unknown threshold θ ∈ [0, 1]
label noise ε > 0 (no longer binary search!)

goal: learn θ from training data (x1, y1), (x2, y2) . . .
I passive learning: xi uniform random
I active learning: learner selects xi

in either case, the world produces yi ∼ P (y|xi)
main question: how fast does |θ̂n − θ| decrease?
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Active Learning in Humans

Theory

Passive learning: the minimax lower bound decreases polynomially

inf
θ̂n

sup
θ∈[0,1]

E[|θ̂n − θ|] ≥ 1
4

(
1 + 2ε

1− 2ε

)2ε 1
n + 1

Active learning: there is a probabilistic bisection algorithm with
exponential rate

sup
θ∈[0,1]

E[|θ̂n − θ|] ≤ 2

(√
1
2

+
√

ε(1− ε)

)n
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Active learning: there is a probabilistic bisection algorithm with
exponential rate

sup
θ∈[0,1]

E[|θ̂n − θ|] ≤ 2

(√
1
2

+
√

ε(1− ε)

)n
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Human Experiment

10 20 30 400

0.1

0.2

0.3

noise !=0.10

es
tim

at
io

n 
er

ro
r

 

 

Human Active
Random
Machine Yoked

10 20 30 400

0.1

0.2

0.3

noise !=0.20

10 20 30 400

0.1

0.2

0.3

noise !=0.40

10 20 30 40−5

−4

−3

−2

−1
noise !=0.10

10 20 30 40−5

−4

−3

−2

−1
noise !=0.20

10 20 30 40−5

−4

−3

−2

−1
noise !=0.40

human active learning better than passive

achieves exponential rate (but worse decay constant than theory)

label noise makes learning harder
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Mini Summary

active learning convergence rate: exponential

humans can achieve that
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Active Learning in Humans

Conclusion

Machine learning is not just for machines

overfitting in humans (Rademacher complexity)

manifold learning in humans (Bayesian model selection)

active learning in humans (exponential rate)

...

Next step: bring insights from humans to machine learning.
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