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A True Story

The Moral of the story: homology is important.

homeomorphic to , Betti2 = 1

homeomorphic to , Betti2 = 0
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Homology

Betti0 (clusters) 11 1 1 1
Betti1 (holes) 2 0 2 2
Betti2 (voids) 0 1 1 1

Homology as features: insensitive to certain distortions
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From data to homology

Vietoris-Rips complex →

Cycle group (mod 2 addition)

+ = (subgroup)

+ = (co-set)
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From data to homology

Homology H1 = quotient group of
cycle group

boundary cycle subgroup
=

ker∂1
Img∂2

H1 = { , }

Betti1 = rank(H1) = 1 (one hole)

See paper for technical details!
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Persistent Homology

Betti1 = 0 2 1 0
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Barcode

In persistent homology, when is a hole “born” and when does it “die”?

VR( 5)VR(1) VR(2)

0 0.5 1 1.5 2 2.5

barcode (dimension 0)

0 0.5 1 1.5 2 2.5

barcode (dimension 1)

See paper for technical details!
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Applications to natural language processing

Some good articles “tie back.” Capture such loops with homology.

Introduction

conclusion

next paragraph

...
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Example: Itsy bitsy spider

The Itsy Bitsy Spider climbed up the water spout
Down came the rain and washed the spider out
Out came the sun and dried up all the rain

And the Itsy Bitsy Spider climbed up the spout again

bag-of-words

vertices

tf.idf-based cosine distance
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Similarity Filtration (SIF)

D(xi, xj) cosine distance between sentences i, j

Dmax = maxD(xi, xj), ∀i, j = 1 . . . n
FOR m = 0, 1, . . .M

Add V R
(
m
MDmax

)
to the filtration

END
Compute persistent homology on the filtration
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Similarity Filtration with Time Skeleton (SIFTS)

Add time edges

D(xi, xi+1) = 0 for i = 1, . . . , n− 1
Dmax = maxD(xi, xj), ∀i, j = 1 . . . n
FOR m = 0, 1, . . .M

Add V R
(
m
MDmax

)
to the filtration

END
Compute persistent homology on the filtration
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SIF vs. SIFTS on Itsy bitsy spider

0 1 2

SIF (dimension 0)

0 1 2

SIF (dimension 1)
0 1 2

SIFTS (dimension 0)

0 1 2

SIFTS (dimension 1)
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On Nursery Rhymes and Other Stories

0 2 4

SIF (dimension 0)

0 2 4

SIF (dimension 1)
0 2 4

SIFTS (dimension 0)

0 2 4

SIFTS (dimension 1)
0 2 4

SIF (dimension 0)

0 2 4

SIF (dimension 1)
0 2 4

SIFTS (dimension 0)

0 2 4

SIFTS (dimension 1)

Row Row Row Your Boat London Bridge

0 0.5 1 1.5

SIF (dimension 0)

0 0.5 1 1.5

SIF (dimension 1)
0 0.5 1 1.5

SIFTS (dimension 0)

0 0.5 1 1.5

SIFTS (dimension 1)
0 0.5 1 1.5

SIF (dimension 0)

0 0.5 1 1.5

SIF (dimension 1)
0 0.5 1 1.5

SIFTS (dimension 0)

0 0.5 1 1.5

SIFTS (dimension 1)

Little Red-Cap Alice in Wonderland

London Bridge:“My fair Lady” repeats 12 times.

Little Red-Cap: “The better to see you with, my dear” and “The
better to eat you with!”
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On Child and Adolescent Writing

Older writers have more complex barcodes?

LUCY corpus: children (ages 9–12, 150 essays), undergraduates (48
essays)

average article length: child=11.6 sentences, adolescent=25.8

SIFTS barcode summary statistics:
I holes?: what percentage of articles have H1 holes
I |H1|: number of holes in the article
I ε∗: the smallest ε when the first hole in H1 forms.

child adolescent adol. trunc.
holes? 87% 100%∗ 98%∗

|H1| 3.0 (±0.2) 17.6 (±0.9)∗ 3.9 (±0.2)∗

ε∗ 1.35 (±.02) 1.27 (±.02)∗ 1.38 (±.01)
∗: statistically significantly different from “child”
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Summary

Persistent homology can offer useful representations for machine
learning

Where is the “killer app”?

Acknowledgments: Pradeep Ravikumar for the story, Kevyn
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