Mobile Networks and Applications 3 (1998) 365-379

365

Multicast support for mobile hosts using Mobile IP:
Design issues and proposed architecture

Vineet Chikarmane*, Carey L. Williamson, Richard B. Bunt and Wayne L. Mackrell
Department of Computer Science, University of Saskatchewan, 57 Campus Drive, Saskatoon, SK, Canada S7N 5A9

In this paper, we consider the problem of providing multicast to mobile hosts using Mobile IP for network routing support. Providing
multicast in an internetwork with mobile hosts is made difficult because many multicast protocols are inefficient when faced with frequent
membership or location changes. This basic difficulty can be handled in a number of ways, but three main problems emerge with most
solutions. The tunnel convergence problem, the duplication problem, and the scoping problem are identified in this paper and a set of
solutions are proposed. The paper describes an architecture to support |P multicast for mobile hosts using Mobile IP. The basic unicast
routing capability of Mobile IP is used to serve as the foundation for the design of a multicast service facility for mobile hosts. We
believe that our scheme is transparent to higher layers, simple, flexible, robust, scalable, and, to the extent possible, independent of the
underlying multicast routing facility. For example, our scheme could interoperate with DVMRP, MOSPF, CBT, or PIM in the current
Internet. Where differences exist between the current version of 1P (IPv4) and the next generation protocol (IPv6), these differences and

any further optimizations are discussed.

1. Introduction

This paper considers the problem of multicast to groups
with dynamic membership in a TCP/IP internetwork with
mobile hosts. Although not common today, multicast op-
eration with mobile hosts may become widespread in the
future. Our approach is to adapt the IETF Mobile IP pro-
tocol [25] so that it can handle multicast forwarding with
adequate scalability.

Today’s user community is demanding a level of mo-
bility not previoudly anticipated by designers of distributed
systems and computer networks. Hardware technological
advances have made inexpensive and powerful portable
computers a reality. This convergence of a desire for mo-
bility and products to satisfy that desire has created much
interest in problems related to the maobile computing para-
digm [14,17].

Concurrent with this growth in the popularity of mo-
bile computing has been a significant growth, in the In-
ternet community at least, in the use of multicast network
applications. Multicast is a mechanism for efficient one-
to-many communication in which the source transmits a
single datagram, and the network performs the task of de-
livering that datagram to the multiple destinations. By elim-
inating multiple transmissions, multicast results in signifi-
cant savings in source host processing and network band-
width.

Multicast operation on the Internet is now supported for
fixed hosts through IP multicast [8,9]. Examples of mul-
ticast applications currently used on the Internet include
resource discovery, as well as desktop audio/video confer-
encing and shared whiteboard applications on the Internet
multicast backbone (MBONE) [12].
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Multicast should be valuable for mobile hosts as well.
Multicast services such as the dissemination of textual
information like weather reports, travel information, and
stock market reports may become widely used by mobile
users. Applications such as e-mail, multi-person commu-
nication, service location and distributed systems functions
like cache consistency could also make use of ageneral pur-
pose multicast facility. Aswell, wired mobile hosts without
wireless bandwidth constraints will still require multicast
support for the more expensive applications of today such
as the MBONE.

Unfortunately, the provision of multicast services to mo-
bile hosts proves to be a very challenging problem, for sev-
eral reasons. First, even unicast routing for mobile hosts is
adifficult problem, since the routing of datagrams intended
for (or coming from) a mobile host changes whenever the
mobile host changeslocation. Second, all existing multicast
routing proposals (including DVMRP [27], MOSPF [23],
CBT [3], and PIM [10]) implicitly assume stationary hosts
when configuring the multicast delivery tree. The delivery
trees established for static multicast cannot be changed eas-
ily or efficiently in al cases due to the propagation of these
trees to many routers, and the potentially large cost associ-
ated with making changes to the trees' structure. In addi-
tion, the movement of a host (either a sender or a receiver)
after the tree is constructed can create problems.! Finally,
the mobile computing environment itself adds additional
complexity to the problem. For example, in most wireless
implementations of mobile computing, network bandwidth
is scarce, error rates are higher, movement can be frequent,

1 For example, if the source of a multicast should change location, the in-
coming interface check conducted in most multicast routing agorithms
could result in discarding datagrams, rather than propagating them down-
stream to the multicast recipients.
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and the changing point of network attachment for a mobile
user may mean that a multicast router is not always directly
accessible.

The IETF Mobile I P specification [25] defines a method
for routing packets to mobile hosts. It also defines two mul-
ticast support options, which we will call remote subscrip-
tion and bi-directional tunneled multicast. We describe a
third option, similar to bi-directional tunneled multicast but
with additional mechanisms for addressing specific prob-
lems associated with the scalability of mobile multicast.
Our scheme makes use of the foundation provided by a
Mobile IP implementation and IP multicast. The goal of
the schemeisto provide multicast capability to mobile hosts
transparently in a manner similar in function to that avail-
able on the Internet today, yet not suffering from problems
specific to routing multicast packets to mobile hosts. This
approach has advantages and disadvantages when compared
to the IETF proposals.

Theremainder of this paper is organized as follows. Sec-
tion 2 provides some background on Mobile IR, P multi-
cast, the challengesintroduced for multicast routing by host
mobility, and the provisions for handling multicast in the
current Mobile IP specification. Section 3 outlines the ap-
proach of our protocol for supporting multicast for mobile
hosts. Section 4 gives a more detailed description of the
protocol, including some performance results and a discus-
sion of advantagesand limitations. Section 5 discusses sim-
ilar work that has been done by other research groups. Sec-
tion 6 summarizes our paper and presents our conclusions.

2. Background: Mobile IP and IP multicast
2.1. IETF Mobile IP

The IETF Mobile IP Working Group has defined a pro-
tocol to support unicast? IP routing for mobile hosts in
a TCP/IP internetwork. In Mobile IP, a mobile host is as-
signed an | P address on its home network, called the mobile
host's home address. Packets from a correspondent host
to the mobile host are always addressed to the home ad-
dress of the mobile host. If the correspondent host is aware
that the mobile host is mobile, then the correspondent host
can encapsulate its packets and forward them directly to
the mobile host’s new location without traversing the home
network [19].

In general, when the mobile host connects to a foreign
network, it identifies and registers with a foreign agent, or
registers directly with its home agent. When registering,
the mobile host acquires a care-of address defining its cur-
rent location. The combination of the mobile host’s home
address and the care-of address is known as a binding. The
mobile host can acquire its care-of address either from a
foreign agent or through autoconfiguration methods (such
as DHCP [11]) designed for assigning temporary IP ad-

2This proposal also includes two methods for handling multicast packets,
discussed in section 2.4.
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dresses. If the care-of address is assigned by a foreign
agent, it will be the address of the foreign agent itself. If
the addressis assigned via autoconfiguration, it is said to be
co-located with the mobile host, and will be some available
address on the foreign network. When the care-of address
for the mobile host is not co-located, the foreign agent is
responsible for decapsulating and forwarding packets to the
mobile host on the foreign network using link-layer proto-
cols. Theforeign agent must also serve as the mobile host's
default router. If the address is co-located, the mobile host
itself must decapsulate datagrams. An example scenario is
shown in figure 1.

Foreign agents responsible for managing mobile host
registrations maintain a list of all currently registered mo-
bile hosts that are visiting the network served by the for-
eign agent. A lifetime is negotiated during the registration
process for each visiting mobile host and is stored in the
vigitor list entry for that mobile host. A mobile host must
reregister before this period has expired to ensure uninter-
rupted service from the foreign agent. A timestamp orig-
inating from the mobile host and updated at each rereg-
istration attempt is associated with every binding. This
timestamp can be used to determine timeouts for regis-
trations. |f a mobile host has not reregistered within the
timeout period, the foreign agent assumes that the mobile
host has moved to another network.

A home agent on the mobile host’s home network serves
asahinding cache and forwarding agent for the mobile host.
Extensions for optimized routing alow these forwarding
capabilities to also exist at the correspondent hosts them-
selves. Lifetimes are associated with all bindings, and when
a binding expires, the home agent or correspondent host as-
sumes the mobile host has returned to its home network.
During the lifetime of a binding, the home agent is respon-
sible for intercepting packets addressed to the mobile host
and forwarding them to the care-of address. These packets
are forwarded using IP-in-1P tunneling, which encapsul ates
each IP packet to be forwarded inside another |P packet
using a forwarding header [26]. Facilities are required at
the care-of address for decapsulating the packets when they
arrive and forwarding the packets to the mobile host.

2.2. Internet |P multicast

WAN multicast [9] has been incorporated into the
TCP/IP suite using the host group model [8]. Conven-
tions have been defined for recognizing a particular class
of IP addresses, the Class D IP addresses, as being multi-
cast addresses® and for mapping these addresses to MAC
layer multicast addresses. Hosts use the Internet Group

3 In the proposed IPv6 address space, a large class of addresses has also
been set aside for multicast. Embedded within the IPv6 addresses are
4 bits which are used as flags to determine the scope of the multicast.
Multicast scopes include organization, site, link, and node. These scopes
are commonly emulated in IPv4 by restricting the Time To Live field for
the multicast packet so that it is unlikely to propagate beyond its desired
scope.
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Figure 1. Mobile IP entities and their inter-relationships.

Management Protocol, IGMP, to inform multicast routers
about the multicast groups that the hosts wish to join. A
multicast routing protocol, in the form of an extension to
an existing routing protocol, is executed on routers to con-
struct datagram delivery paths and to accomplish datagram
forwarding to the multicast recipients.

The host group model used for incorporating multicast
into TCP/IP has the following important properties:

e Group membership can be dynamic (i.e., hosts can join
or leave the group at any time);

e Membership is receiver-initiated;
e The sender need not know the location or identity of

any group member (i.e., only the group address needs
to be known);

e The sender itself need not be a member of the group.

While the host group model defines the interface for
users of the internetwork multicast service, the host group
model does not define how that underlying multicast ser-
vice is implemented. Severa agorithms have been pro-
posed for internetwork multicast, including DVMRP [27],
MOSPF [23], Core Based Trees (CBT) [3], and Protocol
Independent Multicast (PIM) [10]. We briefly review these
algorithms here.

MOSPF: Multicast open shortest path first (MOSPF)
is a multicast extension of the OSPF V2 link-state uni-
cast routing protocol [23]. MOSPF routers monitor system
topology using IGMP messages, and propagate changes by
flooding the internetwork with updates to other MOSPF
routers. When multicast datagrams are encountered by a
router, it will calculate a shortest-path tree rooted at the
source network of the multicast datagram, and reaching all
member networks in the multicast group. As a result of the
MOSPF design, the path taken for any multicast datagram
will be the least cost path available in the internetwork.
Also, owing to the MOSPF design, al routers in the in-
ternetwork will produce the same shortest-path tree, and
therefore route datagrams consistently.

DVMRP: DVMRP [27] is a distance-vector multicast
routing protocol that has been implemented as an extension

to RIP [21,22]. DVMRP has been widely implemented,
and is deployed in hundreds of regions connected by the
MBONE [12]. DVMRP uses the truncated reverse-path
broadcast [9] routing algorithm. In DVMRP, a datagram
from a multicast source is initially propagated downstream
(using either link-level multicast or a multicast tunnel) by
a designated multicast router Rp to all other multicast
routers, regardless of whether or not they have multicast
group members. Multicast routers without downstream or
local members send explicit prune messages upstream to
remove themselves from the distribution tree. The net ef-
fect is a source-specific shortest path tree with the members
forming the leaves of the tree. Once the multicast tree is
set up, multicast routers keep track of the reverse path to
the multicast source. If an arriving datagram does not come
through the interface that the router uses to send datagrams
to the source of the multicast, then the arriving datagram is
dropped.

Core based trees (CBT): One of the drawbacks of
DVMRP is that multicast delivery trees are constructed for
each source in each multicast group. That is, the state in-
formation required at multicast routers scales with S x IV,
where S is the number of multicast sources, and N is the
number of multicast groups. Ballardie et al. [3] propose
Core Based Trees (CBT) as a solution to this problem. The
CBT approach constructs a single multicast delivery tree,
centered around a core node, for each multicast group. This
tree is then shared by all sources for the multicast group.
As a result, state information at multicast routers scales
only with N, the number of multicast groups, and not with
the number of sources S. Thus, for wide area network mul-
ticast, the CBT approach has much greater scalability than
DVMRP. Other advantages of the approach include simplic-
ity, flexibility, independence from underlying unicast rout-
ing protocols, and robustness (if multiple cores are used).

Protocol independent multicast (PIM): More recently,
Deering et a. [10] defined a flexible architecture for mul-
ticast that they call Protocol Independent Multicast (PIM).
As the name implies, the multicast architecture is indepen-
dent of the protocol employed for unicast routing. Their
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paper shows that PIM can scale to wide-area networks, and
is particularly attractive for sparse multicast groups. Es
sentialy, PIM can use either the shared tree approach of
CBT or the shortest-path tree approach of DVMRP, with
the appropriate choice made on a per group or per host ba-
Sis [28,29]. The PIM architecture relies upon choosing a
suitable Rendezvous Point (RP), similar to a core in CBT,
when constructing the multicast delivery tree for a group.
The RP provides a place for multicast sources to “meet”
multicast recipients.

2.3. The challenges of mobile multicast

In a mobile environment, the network not only must
manage multicast group membership and establish the nec-
essary routes, but also must contend with the fact that the
established routes are themselves transient in nature. The
fact that the network must deal not only with dynamic group
membership, but also with the dynamic locations of mobile
hosts, makes multicast in a mobile environment a challeng-
ing problem.

For a mobile host that wishes to receive multicast data-
grams, the routing problem is dightly different from the
unicast Mobile IP routing problem. This is because mul-
ticast datagrams are sent to group addresses that do not
encode any specific network. In IPv4 and IPv6, multicast
addresses are defined independent of location and use an
address class separate from the normal unicast addresses.
Multicast routing of datagrams to these addresses can there-
fore take place regardless of the mobile host's location.
Some difficulties may be experienced, however, if the con-
ventional 1P multicast mechanismis used. The foreign net-
work that the mobile host visits may not have a multicast
router, a mobile host may experience unacceptable packet
losses when resubscribing, packets will still be delivered to
the previous foreign network after the mobile host leaves,
and multicast routers may become overwhelmed by recon-
figuration requests from many rapidly moving hosts.

For a mobile host that wishes to send multicast data-
grams while away from its home network, multicast data-
grams sent by it could possibly be dropped. This is be-
cause downstream multicast routers that receive the mul-
ticast datagrams on a different interface from that used to
send datagrams to the mobile host must intentionally drop
these datagrams. Furthermore, downstream routers con-
tinue to track reverse paths to the mobile host assuming
that the mabile host is on its home network. Thus the mul-
ticast routesthat are established are always with referenceto
the mobile host's home network and are incorrect when the
mobile host is at aforeign network. These problems appear
when the source is a member of the multicast group and
DVMRP is used as the underlying multicast protocol. The
problems are less pronounced for shared-tree approaches
(e.g., CBT and PIM), but can still arise depending on the
exact scenario of host movement considered.

Research groups have begun to look at this problem.
Some advocate using combinations of the existing IETF
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mechanisms and others advocate modifying the multicast
protocolsthemselves. One such proposal for multicast rout-
ing to mobile hosts has been developed at Columbia Uni-
versity and is based upon Columbia Mobile*1P [18]. The
details can be found in [2].

2.4. Current IETF Mobile IP multicast solutions

The current IETF Mobile IP specification proposes re-
mote subscription and bi-directional tunneled multicast for
handling multicast for maobile hosts. Both methods provide
basic multicast support for mobile hosts, but do not ad-
dress new problems that arise when multicast services are
extended to mobile hosts (see section 3.4). This section
reviews the basic operation of these two methods.

Remote subscription: Subscription on the foreign net-
work is the simplest option for obtaining multicast service
since it has no special encapsulation requirements and op-
erates using only existing protocols. With this option, the
mobile host is required to resubscribe to the multicast group
on each foreign network, and must use a co-located care-of
address. This option will be the preferred option for some
hosts depending on mobility characteristics and quality of
service (QOS) requirements and the availability of multi-
cast routers on the foreign network as it moves. If the
mobile host is highly mobile, however, packets will be lost
owing to the set-up time associated with multicast subscrip-
tion, and therefore in this case this method is not preferred.
If QOS requirements are crucial, or the host is likely to
be stationary for an extended period of time (measured in
hours or more), then this option is preferred, especiadly if
the mobile host can unsubscribe before leaving.

Remote subscription does provide the most efficient de-
livery of multicast datagrams, but this service may come
at a high price for the networks involved and the multicast
routers that must manage the multicast tree. For hosts that
want guaranteed two-way communication with the multi-
cast group and are unable to acquire a co-located address,
or hosts that are highly mobile, a different method is needed
that will not overload the multicast routers.

Bi-directional tunneled multicast: Bi-directional tun-
neled multicast is another option specified in the IETF
Mobile IP standard. Bi-directional tunneling for unicast
datagrams is discussed in [6,20]. This method is designed
to solve the problem of topologically incorrect source ad-
dresses in datagrams by requiring traffic from the mobile
host to be routed back to the home network through a for-
eign agent to home agent tunnel.

With bi-directional tunneled multicast, the mobile rout-
ing agent on the home network (the home agent) must also
be a multicast router. Using this option, subscriptions are
done through the home agent. When the mobile host is
away from home, a bi-directional tunnel to the home agent
is set up. This allows both sending and receiving of mul-
ticast datagrams, with the same delivery guarantees given
to fixed hosts. One disadvantage is that if multiple mobile
hosts on the same foreign network belong to the same mul-
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ticast group then duplicate copies of the multicast packets
will arrive at that foreign network (see section 3.4). This
problem negates some of the advantages of using multicast
in the first place.

When forwarding multicast datagrams to the maobile
host, the home agent must first encapsulate the multicast
datagram in a unicast packet destined for the mobile host.
This is done to ensure that the foreign agent will know to
whom the packet is intended since it will likely not recog-
nize the multicast address, or recognize the mobile host
as belonging to that multicast group. Once the packet is
unicast encapsulated, then it must be encapsulated again
and addressed to the care-of address. Packets traveling the
reverse route from the mobile host to the home agent are
multicast packets encapsulated with a unicast header with
the maobile host’s home address as the source address. This
multiple encapsulation increases the packet size substan-
tially and can cause fragmentation.

3. Our approach to mobile multicast
3.1. Assumptions and design goals

Thefollowing assumptions have been made in the design
of our scheme:

e The service to be provided is the unreliable, best ef-
fort, connectionless delivery of multicast datagrams, i.e.,
datagrams may be lost, duplicated, delayed or delivered
out of order. Higher level protocols are responsible for
handling such conditions. This feature, a basic design
tenet of the network layer in the Internet, has contributed
to its robustness and is largely responsible for its suc-
cess.

e Multicast support must conform to the host group model.
That is, dynamic group membership is a necessary fea
ture of multicast. Both static and mobile hosts can be
members of multicast groups. Mobile hosts can join and
leave multicast groups at any time, even when they are
away from their home network. Both static and mobile
hosts can send to multicast groups, whether or not they
are members of the group.

o A mobile host that wishes to receive multicast datagrams
is capable of receiving them on its home network using
existing (static) multicast routing techniques. In the pro-
posed architecture, it is assumed that a multicast router
is co-resident with the home agent, and we refer to this
as a multicast home agent.

e The home agents and foreign agents are static (not mo-
bile) hosts.

e There is exactly one foreign agent per network visited.
Thisisassumed in order to simplify some of the ensuing
discussions. The issue of multiple foreign agents at the
foreign network is dealt with in [5].

We make no assumptions about the size of multicast
groups, the geographic distribution of the multicast group
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members, the number of mobile hosts in the network, the
location of the mobile hosts, or the frequency of mobile
host movement.*

The design goals for our multicast routing mechanism
include:

e Scalability. The approach should work well even when
the number of mobile hosts in the internetwork is large
(which it soon will be in the Internet). Clearly, the
approach should work for both small and large multicast
groups.

e Robustness. The disruption of multicast service due to
movement of a host from one network to another must
be small or nonexistent.

o Routing algorithmindependence. To the extent possible,
the approach should be independent of how the under-
lying multicast service is provided in the internetwork.
The multicast routing should, in turn, be as independent
as possible from the underlying unicast routing algo-
rithm.

e Smplicity. Finally, we would like the scheme to be as
simple as possible, in the sense of it being able to inter-
operate with existing Internet protocol s and mechanisms,
with as few changes as possible.

We believe that our proposed approach meets all of these
goals, with the exception of routing algorithm indepen-
dence. That is, while our proposed approach is independent
of how the multicast routing is implemented, there are dis-
tinct advantages if PIM is used. Furthermore, we rely on
IETF Mobile IP (or something very similar to IETF Mobile
IP) to provide unicast routing for mobile hosts.

3.2. Handling multicast source mobility

One approach to solving the problem associated with
a mobile source of multicast datagrams is to reconfigure
the multicast delivery tree upon host movement, possibly
using some mechanism to invalidate old routes. Such an
approach seems prohibitively expensive in terms of the re-
peated tree set-up cost. If the mobile source is expected
to move frequently, maximal reuse of the multicast tree is
desirable to reduce overhead on the multicast routers.

To ensure interoperability with DVMRRP, our approach
always roots the multicast tree at the home network of the
mobile host. The sending of datagrams from the mobile
host is implemented using a bi-directional tunnel. This
method is very similar to that prescribed in the IETF pro-
posal (see section 2.4). When the mobile host wishes to
send multicast datagrams, the mobile host operates as fol-
lows:

e [f it is on its home network, the mobile host uses link-
level multicast to send the datagram. The home agent
propagates the multicast downstream normally.

41n practice, however, it is unlikely that a given mobile host will move
more frequently than on a second-to-second or minute-to-minute basis.
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Figure 2. Multicast packet paths under the proposed scheme.

If it is on a foreign network, the mobile host uses a
tunnel to deliver the datagram to its home agent.> The
multicast home agent then propagates the multicast data-
gram downstream via al interfaces, including the physi-
cal network interface corresponding to the mobile host's
home network, as well asvirtual interfacesfor tunnelsto
other MHs. Care must be taken, however, not to create
routing loops when tunneling multicast datagrams “ up-
stream” to an agent that is a'so a multicast router. For
this reason, the time to live values on forwarded data-
grams should restrict the delivery of those datagrams to
the foreign network only.

In both cases, the source address in the multicast packets
is the mobile host’s home address.

3.3. Handling multicast destination mobility

Supporting mobile destinations of multicast datagrams
reguires that an internetwork have: (1) home access points
(the multicast home agents) to a general multicast in-
frastructure, and (2) foreign access points (the foreign
agents) to permit the dissemination of messages to the mo-
bile hosts.

Since home agents are static and know the location of
the mobile hosts that they serve, it is logicaly feasible for
a multicast home agent to forward multicast traffic to the
mobile host through the Mobile IP tunnel via the foreign
agent. As shown in figure 2(a), the home agent receives
multicast datagrams via the IP multicast distribution tree
(e.g., set up using DVMRP). In this diagram, the (single)
source of the multicasts is assumed to be at the root (top) of
the tree, and the home agent is one of many group members.

The resulting scheme is simple, since the foreign agent
need not join groups on behalf of mobile hosts that are vis-
iting its network, and mobile hosts that are members of a
group are not required to resubscribe every time they move.

5 One drawback of this gpproach is that it may preclude using link-level
multicast to bootstrap services that are truly local to the mobile host.
This issue is still under investigation.

The information needed for datagram forwarding is known
through the registration procedures used in Mabile IP. Fur-
thermore, the extra delay incurred from routing multicast
packets via the multicast home agent (typically measured
in milliseconds) could be much less than the join and graft
delays [2] incurred when rebuilding a multicast tree (of-
ten several seconds, depending on the size and geographic
distribution of the multicast group).

Since the home agent may be serving mobile hosts at
several foreign agents that wish to receive datagrams ad-
dressed to a given multicast address, it forwards a copy
into each corresponding Mobile IP tunnel, as shown in fig-
ure 2(b). Note that the home agent need not forward a
separate copy for each mobile host that it serves, but only
one copy for each foreign network at which its mobile host
group members reside (the solid lines). Link-level multi-
cast is used by the foreign agent at each such foreign net-
work to complete the delivery. Thisis where our approach
differs from the IETF bi-directional tunneling approach in
which multicast packets are delivered as unicast packets to
each mobile host. While duplicate datagrams do not con-
gtitute a violation of the IP multicast service assumptions,
they would congtitute an additional load on possibly low-
bandwidth links.

3.4. Other problems and issues

This section discusses other problems and issues that
arise when providing multicast services to mobile hosts.
The problems discussed here are not addressed in the IETF
proposals and will be present in such implementations. Our
proposal has been designed specifically to address these
problems.

Thetunnel convergence problem: Our schemeis com-
plicated by the tunnel convergence problem resulting from
the fact that multiple Mobile IP tunnels (from different
home agents) can terminate at a particular foreign agent.
This problem is illustrated in figure 2(c), where multiple
home agents (at different parts of the internetwork) all
happen to have mobile hosts (and members of the same
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multicast group) at the same foreign network, managed by
the same foreign agent. Thus one copy of every multi-
cast packet would be forwarded to the foreign agent by
each home agent that is serving interested mobile hosts.
Since the foreign agent would locally deliver every mul-
ticast datagram forwarded to it, the problem of duplicate
multicast packet delivery to the mobile hosts must be dealt
with. While duplicate datagrams do not constitute a vi-
olation of the service assumptions, they again constitute
unnecessary network load.® In the worst case, the number
of duplicate copies delivered increases with the number of
mobile hosts present, a serious concern.

To solve the tunnel convergence problem, the foreign
agent selects one home agent as the designated multicast
service provider, DMSP, for a given multicast group.” The
DMSP forwards only one multicast datagram into the tun-
nel even if it serves multiple mobile hosts at the foreign
network. Thus the scheme provides at-most-once deliv-
ery of multicast datagrams to all subscribing mobile hosts.
These semantics may not hold if multiple foreign agents
are located on the same network. Dealing with multiple
foreign agents is discussed in [5].

This method solves the tunnel convergence problem, but
it creates a handoff problem when the last mobile host sup-
ported by the DMSP leaves the foreign network, and it
reduces the robustness of the system by relying on one
home agent for delivery. These problems can be solved by
having redundant DM SPs. For example, if two DMSPs are
chosen, the foreign agent can drop packets from one DM SP
and deliver from the other. If one of these DM SPs stops
forwarding packets, the foreign agent can rely on the other
for packets, thereby greatly reducing any loss for the mo-
bile hosts. If a constant number of DM SPs (a small number
is recommended due to packet duplication) is chosen, the
number of duplicate packets is only O(1), which should be
manageable by the foreign network.

The duplication problem: There is another subtle way
in which duplicate multicast packets can be delivered to
each group member on a network. As our approach is
currently described, a foreign agent selects a home agent
as a DMSP if a mobile host is the first mobile host to
regquest subscription to group G at the foreign network. It
is possible for a local static host at the foreign network to
aready be a member of group G when a mobile host (also

6 For example, suppose that mobile hosts from several different home
networks converge at the same foreign network, and are receiving an
MBONE video feed that consumes 128 kbps of bandwidth. If the video
feed is multicast once, then a commercial wireless LAN with today’s
technology can handle the traffic. If severa multicasts of the same
stream were sent by the foreign agent (i.e., one for each home agent),
then the foreign network would quickly be saturated.

7 The choice of the DMSP can be based on geographic proximity, Quality
of Service (QOS) requirements, or the number of mobile hosts present
from each home agent [15]. Home agents that are not the DMSP for a
given multicast group can suppress delivery down the Mobile IP tunnel
using negative caching, as described for PIM [10]. The same approach
can be used by the home agent to suppress link-level multicasts on the
local network if no group members are currently at home.
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a member of group G) arrives. Since the foreign agent has
no knowledge of this (unless it is also a multicast router
for the network), forwarding of multicast datagrams from
the DM SP could create duplicate multicast packets on the
current network.

One solution to this problem isto require that the foreign
agent be co-resident with the multicast router for the net-
work. A natural choice for the foreign agent would be the
rendezvous point RP in PIM (e.g., first hop PIM-speaking
router [10]). If this is not possible, or if multiple FAS ex-
ist at the foreign network, then the foreign agent should at
least monitor transmissions on the foreign network.

If there is only a single foreign agent, forwarding from
the DM SP should stop when duplicate packets from another
source are detected. If multiple foreign agents are present,
duplication is inevitable unless the foreign agents explicitly
exchange state information.

The scoping problem: A small scope group may be
defined as a group such that multicasts addressed to that
group are constrained (using the IP Time-To-Live (TTL)
field) to remain within a relatively small region of an in-
ternetwork. In IPv6, group scope is controlled by a flag in
the multicast address itself.

The existence of small scope groupsintroducesa scoping
problem. This problem has two dimensions. First, small
Scope groups are not unique across networks; thus a naive
foreign agent may designate DM SPsto handle a small scope
multicast group, ignorant of the fact that this may eliminate
the ability of mobile hosts that are not from the same net-
work as the DM SPs to receive local scope multicasts from
their own networks. Second, when a packet addressed to
one of these groups is received by the foreign agent, it will
be broadcast onto the foreign network and picked up by all
hosts subscribing to that group. Since these groups are not
unique across networks, hosts on the foreign network may
receive packets that were never meant for them.

One ramification of this scoping problem is that it con-
fuses the notion of “local” for well-known groups. For
example, IP multicast (in 1Pv4) currently uses group id
224.0.0.1 to mean “al hosts on this local area network”.
Now consider an internetwork with mobile hosts, where
two “blue” hosts leave their home (blue) local area net-
work to attach at aforeign “green” local area network, one
“red” host leaves its home network to attach to the green
network, and two green hosts are mobile, one attaching to
the blue network, and one to the red (see figure 3). If an IP
multicast to group 224.0.0.1 originates from a router on the
blue LAN (e.g., an IGMP query), then what are the proper
semantics for the multicast? Several possibilities exist:

e Deéliver to all hosts currently on the blue LAN (regard-
less of host color);

e Deliver to al blue hosts (only) currently on the blue
LAN (only);

e Deéliver to all blue hosts (regardless of their location in
the internetwork).
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Figure 3. Anillustration of the scoping problem (circled letters represent
mobile hosts on a foreign network).

It is not clear which semantics the network should im-
plement. The correct semantics to choose are likely to
be application-dependent. For example, an impending file
server shutdown notification, a load balancing mechanism
for scheduling distributed applications, and a query to find
a particular user normally resident on the LAN may all
choose different semantics. While the latter semantics (all
blue hosts, regardless of location) are likely the most com-
monly desired, these semantics can only be achieved either
by doing multiple unicasts for each maobile blue host (which
is inefficient if many hosts are mobile, particularly if they
are at the same location) or by multicasting on all LANs
where blue hosts reside (which means that non-blue hosts
on that LAN also receive the multicast, since they are also
members of well known group 224.0.0.1 for their own net-
work). The same argument applies for multicasts to group
224.0.0.1 originating on the red and green LANs. Thus,
in this example, the green hosts on the green LAN may
receive multicasts for group 224.0.0.1 from red, blue, and
green networks.

In April 1995, the IETF Mobile IP Working Group de-
cided that a roaming mobile host may request LAN broad-
casts on its home network to be forwarded to it. The
forwarding is done by encapsulating the broadcast packet
within a packet from the original source to the mobile host.
This new packet is in turn encapsulated in a packet from
the home agent to the care-of address, and is forwarded
normally. Small scope multicast is similar to broadcast,
and thus it makes sense to handle it in the same way. This
simple solution, however, reintroduces the problem of du-
plicating packets on the foreign network.

Another proposed fix to this scoping problem is to use
network identifiers (i.e., network or subnet masks) when
constructing group identifiers for well-known groups, simi-
lar to the way Ethernet multicast addresses are constructed
from IP multicast addresses. With such an approach, “lo-
cal” groups have globally unique identifiers. The confusion
between local and global groups is then alleviated. This
solution, however, has the drawback that it will make all
group identifiers into global identifiers, which hurts scala-
bility.

A third solution (illustrated in figure 4) is to have the
foreign agent multicast router assign groups of mobile hosts
to local link-level multicast groups when they register and
bind this link-level address to an address that can be cre-
ated using the IP address of the home agent itself. On an
Ethernet, for instance, the addresses c0:00:00:00:80: 00
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through c0:00:40:00:00: 00 are user-defined and should
be configurable by the foreign agent. All hosts served by
the same home agent should be assigned to the same link-
level multicast group.

We propose using the addresses c0:00:30:00:00:00
through c0:00: 3f : ff : ff : ff for mapping home agent ad-
dresses onto local link layer multicast groups on the foreign
network. This still leaves 2fff8000 addresses for other use,
but allows 28 bits of a home agent’s | P address to map onto
the multicast group address. If we use the first 28 bits, this
would alow globally unique multicast groups for unique
home agents on subnets as small as 16 hosts. The previous
statements assume |1Pv4 addressing. In IPv6 addressing,
however, there is o way to guarantee uniqueness because
of the large number of bits (128) in the IP address. A good
hashing function, however, may alow IPv6 addresses to be
mapped into 28 bits with reasonable uniqueness. Aslong as
the hashing function was standard, the mobile hosts could
pre-compute their scoped multicast address and use it at all
foreign networks.

When the home agent receives datagrams destined for a
local multicast group, it forwards them to the foreign agent
with a destination marked as its own subnet broadcast ad-
dress. The resulting packet has an outer header with source
and destination addresses (128.233.128.79, 172.16.0.1 in
figure 4), a middle header with the home agent’s address of
the source and the home network broadcast address as the
destination (128.233.128.79, 128.233.255.255 in figure 4),
and an inner header with the original source address and
the original destination address (128.233.02.01, 224.0.0.1in
figure 4). This addressis mapped by the foreign agent onto
the local link-level multicast address for the mobile hosts
(c0:00:38:0d:98:04 in figure 4), and is broadcast onto the
network. Note that in figure 4 the fina link-layer hardware
addressin hexadecimal format (c0:00:38:0d:98:04) contains
the first 7 digits of the home agent’s home IP address in
hexadecimal format (80.d9.80.4f). When the mobile hosts
receive the packets, they can check the destination multicast
address in the inner P header to determine if they want the
packet or not. This solution does not necessitate multiple
packet delivery on the foreign network, and it does allow
local multicasts to be restricted to the correct mobile hosts.

Disruptions of multicast service: When a mobile host
moves, there is a possibility that it moves to a foreign net-
work that does not have an associated multicast router. In
such a case, if remote subscription is being used, multi-
cast service (sending or receiving) may be disrupted until
the host moves again to a network (home or foreign) with
multicast capability.

Furthermore, when a mobile host moves from a foreign
network to another network (home or foreign), there is a
possibility for a temporary disruption of multicast deliv-
ery for other mobile hosts on the (previous) foreign net-
work. The reason for this temporary multicast service out-
age stems from the fact that in Mobile IP thereis no explicit
deregistration with the foreign agent when a host moves.
The mobile host's home agent learns of the movement im-
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Figure 4. An example of using loca link-layer multicast to solve the scoping problem.

mediately when the mobile host reregisters at the new net-
work, but the foreign agent at the old foreign network learns
about the movement only through a timeout. In the case
that the moving host’s home agent is the DM SP for a group
at the (previous) foreign network, a DM SP handoff will be
required to a different home agent, to forward datagrams
for the remaining multicast group members (if any) at the
foreign network. Until this handoff completes, multicast
delivery for group members at the foreign network may
be disrupted. To avoid service disruption, the DM SP must
continue forwarding to the foreign agent until the handoff
is completed. A discussion of this handoff is given in the
next section. Some techniques are available to minimize
packet loss during handoff and relocation, and this issue is
explored in section 4.1.

4. Mobile multicast protocol: MoM
4.1. MoM overview

We now summarize the basic operation of our multi-
cast scheme, for both sending and receiving multicast data-
grams. For sending, all multicast transmissions by the mo-
bile host are tunneled directly to the multicast home agent,
instead of using link-level multicast on the foreign network.
Any recipients on the foreign network receive the data-
grams through the multicast tree rather than directly via
link-level multicast by the mobile host. For receiving, the
steps involved in providing multicast for mobile recipients
are described below.

Servicerequest: A mobile host wishing to receive mul-
ticast datagrams informs the foreign agent that it wishes to
join a specific multicast group. Ordinarily, to join a group,
an Internet host sends an IGMP membership report in re-
ply to the multicast router’s membership query. Thisis ad-
dressed to the multicast address corresponding to the group

being joined, say G, and multicast routers listen promiscu-
oudy to al LAN multicast traffic. The IGMP software on
the mobile host is modified to perform a check to determine
whether the mobile host is on its home network. If the mo-
bile host is not on its home network, the membership report
is addressed explicitly to the foreign agent instead of being
multicast on the foreign network.

If support for small scope multicast is desired, this can
be indicated by setting the broadcast flag in the registration
request (or possibly by defining a new registration exten-
sion). This forwarding address for the scoped datagrams
would be the local broadcast address on the mobile host’'s
home network.

Service processing: If the foreign agent supports mul-
ticast service, it propagates any subscription requests from
visiting MHs to their respective home agent. Also, if the
mobile host is the first mobile host on the foreign agent’s
network to request service for address G, the foreign agent
also informs the home agent of that home agent’s status as
the DM SP for address G. The home agent adds itself to the
multicast distribution tree (if it is not aready on the tree),
and receives all multicast datagrams addressed to G. In
other words, the home agent stays “registered” in group G
and is aways ready to forward datagrams on behalf of the
mobile host. However, the home agent forwards multicast
datagrams only into those Mobile 1P tunnels leading to for-
eign networks for which it is a DMSP.

Negative caching [10] is used to suppress delivery on
other interfaces (physical or virtual). This requires per-
tunnel state information for each group in which the mul-
ticast home agent has mobile members. Any small-scope
multicasts intercepted by the home agent are forwarded to
the foreign agent with a destination address that is the home
agent’sbroadcast address. Theforeign agent should have an
entry in its visitors list for this broadcast address, and map
the destination onto the appropriate link-level multicast ad-
dress. These entries do not time out, but are deleted when
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all mobile hosts serviced by the associated home agent leave
the foreign network.

Service execution: The multicast service is provided
when the DMSP forwards all datagrams received corre-
sponding to multicast address GG into the Mobile IP tunnel.
When a mobile host moves from one network to another, a
notice should be given to the previous foreign agent. The
multicast home agent receives explicit information regard-
ing the mobile host’s new location when the mobile host
attempts to reregister through the new foreign agent. This
information can be forwarded to the previous foreign agent,
which can either start forwarding packets to the new for-
eign agent until the visitor cache entry times out, or ssimply
update its visitor cache to reflect that the mobile host is no
longer registered.

Mobile IP specifies that the foreign agent eventually
times out and discards the mobile host’s registered status
when it fails to receive a reregistration request in a spec-
ified period [25]. This should happen only if the mobile
host or home agent are unable to inform the foreign agent
of a location change before the time out. This situation
implies that if the DMSP has only one mobile host at a
foreign network interested in receiving multicast datagrams
sent to address G, and that mobile host moves to another
location, the tunnel to the old foreign agent is discarded
when a registration reguest by the mobile host is received
through another foreign agent. This leaves the other group
members (if any) at the previous foreign network without
an active DMSP for a short duration. To avoid this, we
require the DMSP to continue forwarding packets to the
foreign agent until the handoff has completed. This re-
quirement is mandatory for all DM SPs, but since the home
agent for one mobile host should not be trusted by mo-
bile hosts from other networks, redundant DM SPs may be
needed to ensure smooth handoffs.

Redundant DM SPs provide the best mechanism for pro-
tection against packet loss when handoffs occur. When
multiple home agents offer DMSP services, the foreign
agent should pick at least two DMSPs (if minimal packet
loss is desired). When the DM SP forwarding has been set
up, the foreign agent picks a primary DM SP. When packets
arrive from the primary DM SP they are forwarded onto the
network. When packets arrive from a secondary DM SP,
they are cached. If at any time, packets are not received
from the primary DM SP within a certain timeout period, yet
packets are received from secondary DM SPs, then the sec-
ondary DM SP becomes the primary DM SP, and the cache
of received packets are forwarded onto the network. If there
are other home agentsto choose from, then a new secondary
DMSP is chosen. Otherwise, the old primary becomes the
secondary. These caches must be small (probably fewer
than 10 packets) to conserve resources at the foreign agent,
and to minimize the delay introduced through storing the
packets in the cache.

Service handoff: It is helpful if the foreign agent is
informed about the inability of a multicast home agent to
continue as the DMSP. A mechanism similar to that used
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for large-scale distributed file system consistency is used.
For the first group member at a foreign network, the cor-
responding multicast home agent is the DMSP. As part of
the service set-up procedure, the foreign agent registers a
callback with the DMSP. When the last mobile host served
by the DMSP at the foreign network moves el sewhere, the
DM SP performsthe callback to notify the foreign agent that
it is no longer willing to provide the multicast service for
address GG. This triggers the activation of a new DMSP for
address GG by the foreign agent if any mobile hosts remain
that are still members of group G.

A home agent providing DM SP service for network NV
will continue forwarding the multicast packets until one of
the following conditions applies:

1. Theforeign agent no longer requires DM SP service from
the home agent and informs it so.

2. A registration message is received from a new network
for the home agent’s last mobile host at network N.

3. The registration of the home agent’s last mobile host at
network N times out.

4. The home agent is physically unable to continue as
DMSP for some reason (e.g., it is turned off).

In all but the final case, the home agent informs the foreign
agent that it is no longer willing to function as the DM SP.

This callback mechanism ensures that the break in ser-
vice for mobile hosts is minimized by using a handoff pro-
cedure. Since the next DMSP is receiving the multicast
datagrams, it can simply enable the forwarding of these
datagrams into the tunnel, with minimal added delay (i.e.,
no reconfiguration of the multicast delivery treeisrequired).
There should not be any lost packetsif either the old DM SP
isrequired to forward packets until the foreign agent unsub-
scribes to the service or multiple DM SPs are defined so that
the foreign agent always has a redundant source for multi-
cast packets. In the case of redundant DM SPs, the foreign
agent should be required to cache packets from the redun-
dant DM SPs to guarantee no losses during DM SP handoff.

4.2. MoM data structures

Figure 5 illustrates the data structures needed for the
MoM protocol. Each home agent must maintain an away
list to keep track of which of its own mobile hosts are away,
where they are (i.e., which care-of address), and when their
bindings expire. Similarly, each foreign agent maintains a
visitor list to keep track of which mobile hosts are currently
at its LAN, where these mobile hosts came from (i.e., which
home agent), and when these bindings expire.

The away list and visitor list are already required by the
Mobile IP standard, but the MoM protocol also requires
group membership information for the away and visiting
mobile hosts, which is aso shown in figure 5. This group
information could reside at the multicast router for the net-
work or at the home and foreign agents. In our protocol, we
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Figure 5. Data structures for the MoM protocol: (a) Data structures at the Home Agent; (b) Data structures at the Foreign Agent.

assume the latter. That is, each home agent keeps track of
three things for each multicast group that it knows about: a
list of away mobile hosts that are members of the group; a
list of the care-of addresses at which the away group mem-
bers reside; and a list® of the care-of addresses for which
the home agent has DM SP responsibilities. Similarly, each
foreign agent keeps track of three things on a per group ba-
sis: alist of visiting mobile hosts that are members of the
multicast group; a list of the home agent’s to which these
visiting group members belong; and the list of home agent’s
that are currently serving as the DMSP for this group.

In terms of protocol overhead, the main issue is the rel-
ative length of the three lists that agents maintain for each
multicast group. Consider a single home agent, for exam-
ple. The number of multicast group memberswho are away
may grow large. However, if the group membersvisit some
of the same foreign networks, then the list of the foreign
networks visited will be shorter than the list of the group
members. Also, assuming that there are mobile hosts from
other networks residing at the foreign networks, the list of
networks for which the home agent has DM SP responsibil-
ities should be even shorter. The DMSP optimization can
thus be effectivein reducing the multicast message forward-
ing load for home agents, reducing the multicast message
traffic on foreign networks, and improving the scalability
of mobile multicast.

4.3. Performance

We have used several techniques to understand the per-
formance implications of our approach to mobile multicast.
The results of a simulation study reported in [15] and [16]
suggest significant advantages over remote subscription and

8 This need not be implemented as a separate list. It can simply be a flag
in the foreign agent structures used. We present it as a separate list to
simplify presentation of the protocol.

bi-directional tunneling, particularly as the number of mo-
bile group members increases. Because of space limitations
we can provide only a sample of these results here.

In our simulations we made the following assumptions:
there was only one fixed source for multicast datagrams,
there was static membership in the multicast groups, 100%
of the receiving nodes were mobile, local multicast routing
was not available, and multicast datagram arrivals were
Poisson. The simulation was run with 5 LANSs, 10 mobile
hosts per LAN, and onemulticast group. Inour simulations,
we only studied delivery to mobile hosts, and issues with
having mobile hosts as the source of datagrams were not
studied.

Scalability is an important requirement, and figure 6
shows how a number of key factors scale with the size
of the multicast group in our simulations. Although the
number of mobile hosts to be serviced grows quickly, the
number of DM SPs required to forward multicast messages
grows quite slowly. Were every mobile host attached to a
foreign network to have its multicast messages forwarded
directly by its home agent, the traffic on the network would
be much higher. Forwarding through DMSPs can sig-
nificantly reduce network load, and thus improve perfor-
mance.

More details on our simulation experiments and the re-
sults from them are available in [16].

4.4, Discussion

In this section we address strengths and weaknesses of
our approach and identify several outstanding issues. Ta
ble 1 provides a brief comparison with remote subscription
and bi-directional tunneling, over a range of issues, in a
manner similar to [30]. We make no claim to optimal rout-
ing; the location specific routing of remote subscription
cannot be improved upon. Our approach offers the ad-
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Scaling Characteristics of the Mobile Multicast Protocol
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Figure 6. Scaling characteristics of the MoM protocol as a function of multicast group size.

Table 1
A comparison of mobile multicast options.
Category Remote subscription Bi-directional tunneling MoM
Optimal routing Yes No No
Transparency No Yes Yes
No Redundant packet delivery Yes No Minimal
Delivery of scoped multicast No Yes Yes
Multicast protocol independent Yes Yes Yes
Join & graft delays Yes No No
Foreign agent modification No No Yes

vantage of being transparent to higher-level protocols and
applications, as does bi-directional tunneling. Our proto-
col regquires modifications to both foreign agent and home
agent code, but presents performance benefits from reduced
packet traffic.

Our approach inherits the scalability, flexibility, effi-
ciency, and robustness of the underlying multicast routing
scheme, and attempts to provide scalability with respect to
the number of mobile hosts in the internetwork by making
several optimizations (with regard to multicast datagram
delivery) at home and foreign agents.

The main protocol-dependent part of our approach is
the assumption that Mobile IP (or something very similar
to Mobile IP) is available on mobile hosts, home agents,
and foreign agents. We see this requirement as crucia to
the efficient support of maobile multicast.

In order to implement our solution to the scoping prob-
lem a LAN supporting link-level multicast is required. Our

design has only considered Ethernet networks, but it should
work on other networks that support multicast.
Two limitations of our approach are:

o Packets that are sent and received by mobile hosts must
always traverse the home network, making routing non-
optimal.

e Multiple unicasts are used by the home agent to tunnel
multicast packets to foreign agents of mobile hosts that
are group members.

Non-optimality is the extent to which the route taken
by a packet deviates from the shortest possible path to
the mobile host. For example, following host movement
for a multicast source, it is entirely possible for a source
and a recipient of a given multicast group to reside on
the same physical network, while all communication be-
tween the hosts must traverse the entire internetwork, via
the source’s home agent (and possibly through a home agent
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for the recipient as well). This is unfortunate because of
the desire for low latency delivery of datagrams in many
multicast applications [3,10,28,29]. Non-optimality is not
seen as a major drawback of our approach because neither
IP nor Mobile IP guarantees optima paths. In fact, the
added complexity to optimize routing may be justified only
for applications with stringent QOS requirements.

The multiple unicast problem arises if the home agent
is serving more than one mobile group member for a given
group, and these mobile hosts are at different foreign net-
works. The home agent must make multiple copies of the
multicast packet,® and then, if it is serving as the DMSP
for a particular foreign network, tunnel the packet to the
corresponding foreign agents. The inefficiencies caused by
multiple unicast forwarding can be solved only if a method
using multicast is used to deliver the datagrams to the for-
eign agents involved. This solution results in multicast
trees being reconfigured upon every move, however, which
is part of the problem we were seeking to eliminate. A more
thorough discussion of this problem can be found in [5].

5. Related work

Severa other research groups have considered multi-
cast support for mobile hosts. For example, Brown and
Singh [4] specified a protocol caled RelM for providing
reliable 1 x N multicast service for mobile hosts, but it is
focused mainly on hosts using wireless interfaces. Their
protocol is based on the Columbia Mobile* 1P protocol and
operates by introducing three new entities: a supervisor
host, a memory management module, and a local manage-
ment module. These entities interact to reduce the demands
on the mobile support stations, and still provide reliable ser-
vice to the mobile hosts.

The DATAMAN research group at Rutgers University
was one of the first to propose a multicast protocol for
mobile hosts [1]. Their initial scheme, designed to sup-
port exactly-once multicast delivery, assumes static mul-
ticast groups (i.e., the membership of a group does not
change during the group’s lifetime) and sender knowledge
of the group membership, and thus does not extend eas-
ily to IP multicast and the host group model. More re-
cent work [2] proposed extensions to IP multicast to sup-
port mobile hosts. This approach is also based on the
Columbia University Mobile*IP protocol, and uses mo-
bile support routers (which are similar to but not the same
as the agents in IETF Mobile 1P) to provide multicast
datagram delivery to mobile group members. The imple-
mentation uses DVMRP, athough the authors claim that
the approach will work with other multicast routing algo-
rithms.

Our work differs from the DATAMAN work in three
important ways. First, our approach uses IETF Mobile IP
instead of Columbia University Mobile* IP, which changes

9 A similar approach is used by the multicast routers on the MBONE to
tunnel multicast packets to multicast-capable islands in the Internet.
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several of the multicast issues. In Columbia University
Mobile* P, for example, all mobile hosts in a campus area
are assigned addresses from the same subnet, which is used
exclusively for mobile hosts. The multicast problem then re-
ducesto creating theillusion of link-level multicast delivery
to this subnet, regardless of where the mobile hosts reside.
Second, their approach is primarily for handling host move-
ment within a campus network (i.e., one home network),
while oursis for internetwork-wide movement. While their
approach can be extended to handle inter-campus move-
ment, separate mechanisms are required to do so (e.g., tun-
neling packets from a multicast source back to the home
network, as proposed in [6]). It is not clear how well their
approach would scale to a large internetwork, since it may
require static multicast tunnels with world-wide scope (i.e.,
to al agents, which may be anywhere in the internetwork).
Finally, we believe that our approach is more scalable in
the number of mobile hosts. For example, their approach
requires that all mobile support routers in a campus area
join the multicast delivery tree for group G even if there
is only a single mobile host that is a member of G some-
where in the network. Furthermore, link-level multicasts
for the group G are performed by all mobile support routers,
even if they have no local members of G. In our opinion,
this resembles broadcast to mobile hosts, rather than mul-
ticast. Our approach is much more conscious of the band-
width used for the delivery of multicast packets to mobile
hosts.

6. Summary and conclusions

This paper has described a new approach to providing
multicast to mobile hosts in a TCP/IP internetwork. The
proposed multicast scheme is based on an expansion of the
virtual network established for P multicast by using Mobile
IP tunnels for delivery of multicast datagrams. The scheme
has several features that make it practical as a solution for
mobile hosts on TCP/IP internetworks. In particular, it
provides the ability to support dynamic groups and provide
minimal break in service as a result of host movement.

We believe that such an approach is possible and offers
important advantages. The main advantage is that minimal
changes are required to IP multicast and Mobile IP. Our
approach requires minimal modificationsto either protocol:
primarily the addition of several mechanisms to handle is-
sues that arise only when multicast and host mobility are
both present in an internetwork.

Our simulation studies [15,16] have shown promise
in the method. More complete performance studies are
needed, however, and experiments with a prototype imple-
mentation are planned.

In conclusion, we believe it is possible to leverage exist-
ing protocols to provide multicast services to mobile hosts
in an efficient and effective manner. Although our approach
has limitations, including non-optimal packet routing and
the possibility of multiple unicasts being used by the home
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agents to propagate multicast datagrams to more than one
foreign network, it scales well to permit widespread use
over geographically dispersed internetworks. In closing,
we hope that the issues identified in this paper (e.g., tunnel
convergence, support for small scope groups) are addressed
in future versions of the Mobile IP and I P multicast protocol
specifications.
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