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1 Introduction

With the rapid increase in complexity of the Internet came an increased awareness that congestion is a hard problem.  Attempts to understand why connections slow down are frustrated by the interplay of a combination of factors.  Investigation of packet loss patterns quickly exposes gaps in what is currently known about Internet congestion.

· When congestion occurs, does it last long?

· Does congestion spread?

· Is it likely that long-distance connections will suffer independent congestion events in multiple locations?

· How does multiple congestion affect TCP?

· Where does most congestion occur?  At the egress of the Internet on the last mile to the customer?  Or at inter-domain links and exchange points?  Or on long-distance links?

Until now, researchers have considered congestion control from an end-to-end perspective at the clients or from an active queue management perspective in the routers.  While this helps speed packets on their way, it does little to help network operators see the congestion and gives us little insight into improving congestion avoidance communication.  And analyses of congestion control algorithms in a static, small environment may not be applicable to the dynamic conditions in a far more complex world.

Packet losses are used as the primary mechanism to send important rate-adaptation messages to the connections that are sending data. Some packet losses are inexpensive because the fast retransmit technique works well.  I will call those "pacing" losses.  Other packet losses are far more disruptive, causing retransmissions that themselves spread and exacerbate the congestion. I will call those "disruptive" losses.

When the Internet backbone became very large and very fast, average path length also grew. At the same time, the Internet moved from an open, research atmosphere to an industrial production atmosphere in which Internet Service Providers are reluctant to expose the details of their interior architecture to their competitors.  The combination of these factors left us with increasingly complex interactions along lengthy paths and no good infrastructure to measure or analyze them.

My work is centered around an improved understanding of congestion events in the Internet, their impact on the health and capacity of the Internet, and the potential for smoothing out congestion avoidance by improving the protocols.

The work is staged as a sequence of experiments to test our ability to recreate the various phenomena of congestion events in a laboratory environment. The Wisconsin Advanced Internet Laboratory (WAIL) enables reproducible testing of proposed metrics in a sufficiently complex environment to validate our inferences.  Several standard experiment configurations will be defined to emulate different aspects of Internet complexity.  In each case, we will be able to replay the supply and demand of data logged from an appropriate subset of the Internet.  Success will be measured by our ability to accurately achieve speeds neither faster nor slower than the real Internet.  Each source, sink, and link will be instrumented to gather data about packet losses.

With the help of the Wavelet IDR center, I will tag the losses as either pacing losses or disruptive losses.  When links experience turbulence and cause disruptive losses, I will measure those congestion events and propose inexpensive, scalable monitoring techniques that can accurately locate and size them.  The sum of the reports of congestion events from a large number of connections along partially shared paths will give me the information needed to attribute disruptive losses along a path to a particular link that was turbulent during that period.  The locality of losses will be validated by comparing its answers to actual readings taken from the lab routers.

In the largest experiment in WAIL, we will construct a (part of a) day in the life of (a part of) the Internet.  PC's and routers will be configured to simulate 50 active Autonomous Systems with regard to demand, supply, delay, and effective queue length.  When actual flow logs are replayed in the lab, we will consider ourselves successful if the set of flows complete in a set of times that is statistically similar.  Subsequent experiments will measure the effect of alternative congestion control mechanisms, such as ECN.

This study will result in several tools:

· A tool to organize the autonomous systems in the Internet into a topology suitable for visualizations.

· A tool to gather demand statistics from managed routers to quantify total flow.

· A tool to passively gather statistics about losses along connections and derive the locations of those losses in near-real-time.

· A congestion visualization tool to display near-real-time network status.

In the process of writing, tuning, and validating these tools, new metrics will be developed to define pacing loss, disruptive loss, and a congestion event.

Static tests implicitly assume that, when a connection passes through multiple links, there is a single link that completely determines the bottleneck capacity of the path.  If, on the other hand, multiple links independently contribute rate-suppressing losses, the result might be surprisingly bad throughput.  This paper proposes to analyze the dynamics of a large number of connections where many of the connections pass through multiple hot spots. We hope wavelet analysis will find short and long term rate-limiting at frequencies that will appear in shared-loss congestion events.

Tools that can tell us about congestion long after the congestion has dissolved are interesting and important, but my goal for this thesis is a set of tools that can be used operationally. That implies that they must be near-real-time, recognizing and alerting operators on the order of 5 to 15 minutes after the onset of an unusual congestion event. Even the notion of "unusual" is difficult to define.

In the end, I hope these tools will illuminate the behaviors and practices of Internet routers and act as a research and operational tool to identify, regulate, and visualize network congestion.  Statistics and patterns found will provide better tuning and performance for existing active queue management in routers and could even provide a basis for a suite of cross-protocol next-generation congestion control primitives.  The promise of lossless congestion control lies in reduced delay, reduced jitter, reduced retransmissions, and cross-protocol cooperation when sharing links.  The resulting stability will make the Internet more predictable, fairer, and more scalable.

Experiment Methodology

Experiments will be carried out in the WAIL lab and validated against data collected at flowscan [Plonka00] sites.

To be operationally useful, the congestion indicators will have to be shown in a topology that is concise enough.  So my goal is to show congestion at the Autonomous System level.  For the data to be timely and passively collected, I intend to use netflow logs.  To run the experiments, I propose building a simulation of  (a part of) a day in the life of (a part of) the Internet in the WAIL lab where we can simulate all of the traffic seen by a dozen busy routers coming from and going to the 50 highest volume AS'es.  Data will be collected using the NIMI measurement infrastructure [AM00].  If the datasets captured for the Web100 project are sufficient, we will use those.  Those datasets contain the experiences of transferring 10 MByte files from NIMI nodes to other NIMI nodes.  If paths between the NIMI nodes do not cross enough of the Autonomous Systems we want to see, or if the time consistency is insufficient, an additional dataset will be captured using Surveyor nodes.

Those datasets then form the fully-annotated dataset containing one record for each flow and including the source AS, destination AS, size, throughput achieved, and loss rate.

This fully-annotated dataset is used to drive the 50 AS harness in the WAIL lab.  The test harness is analogous to strapping a jet engine into a harness to see how it reacts to test conditions.  In this case the conditions are the start times and sizes of flows at each of the 50 AS'es and the measured throughput of those flows.  PCs in WAIL will emulate the 50 chosen AS'es and start the quantities and durations of flows dictated by the fully-annotated dataset.  Some of the flows will show up in more than one of the flow logs.  Those shared flows will be recognized by source and destination IP and port pair match.  These duplicate reports serve several purposes.  In particular, they will be used as a separate dataset to validate the congestion locator feature.

From those tests we derive (using methods I haven't figured out yet) the most likely delay, loss and effective queue length for each AS that best explains the actual throughputs.  When fully configured, the harness will then be able to scale to larger datasets and longer timeframes.

We then replay the fully-annotated dataset again, this time analyzing each flow with wavelet analysis to find the congestion events in both topology and time.  It is at this point that we distinguish disruptive losses from pacing losses.  I will define a pacing loss as any loss on the critical path [Barford00] whose cost is more than 2 standard deviations above the mean cost of a loss on the critical path.  If my theories are correct, the packets identified by the critical path analysis as disruptive losses should correspond to congestion events discovered by the wavelet analysis.  The wavelet information for a flow is far more concise and has the advantage of very easy summation with other flows.

All of the flow wavelets that pass through each AS are then summed and the resulting waveform inspected for time periods in which the total of the congestion reports gives sufficient evidence of a congestion event.  I haven't seen the results yet, so I am reluctant to speculate on the criteria that I will use for the onset of a congestion event, the duration of a congestion event, or the dissolution of a congestion event.

The next set of experiments explore the question of whether congestion spreads.  We will set up the 50-AS harness with its initial values and then slowly replace congested links with loss-less links until the number of disruptive losses in the entire experiment goes to 0.  If congestion spreads, it will show up in reverse as a first-order effect of increased traffic at the point beyond the original congestion and then as new congestion in a second-order effect as the traffic is able to pass farther into the Internet before ultimately being dropped by a later point of congestion.

To gain a better understanding of how multiple hot spots help and hurt the nodes around them, I want to construct an equilibrium scenario from a representative timepoint in the fully-annotated dataset.  Then I replace each currently active flow source with an infinite source of data at infinite speed, obeying TCP New Reno.  After allowing the network to settle, some flows will be experiencing more disruptive losses than others.   If we then rate limit the flows that traverse multiple hot spots at the ingress to let them send only a steady stream of traffic at the rate they would have achieved anyway -- perhaps we will see a dramatic drop in the number of disruptive losses seen by other flows.  If so, detection of multiple loss sites would be a valuable addition to a cooperative congestion control strategy.

At this point, we need to calibrate the means for using flowscan data.  The goal is to get sufficiently similar results of congestion analysis from data that can be gathered passively and without undue bulk.  The 50-AS harness will be loaded down with data gathered from flowscan sites and coordinated to form a 6 hour picture of demand in 5 minute increments.  The flowscan data contains the Type-0f-Service bits from the IP headers, and those bits contain the Explicit Congestion Notification (ECN) bits.  One bit tells us if this flow is eligible for ECN, the ECN Capable Transport bit.  Another bit tells us Congestion Encountered.  It is not clear if these bits are in widespread use, yet.  If a sufficient number of flows contain ECN bits, we may be able to use them to detect congestion.  One problem might be the fact that flow records light a bit if any of the packets in the flow had that bit lit.  The time window might be such that ECN bits are almost always lit in flow records.  Short flows might have useful ECN bits, but be too short to be useful at finding true congestion.

2 Key benefits of this work

· I hope to establish invariant characteristics of packet losses and congestion.  Steady, paced packet losses correctly tell data sources to slow down.  Sporadically timed and randomly selected losses are often expensive -- not just to the connection directly affected, but also to other connections which must now contend against retransmissions.  A major step toward discussing congestion response is having useful definitions for turbulence and a congestion event.

· This work identifies situations in which packet losses are unpredictable and seeks to explore the nature of congestion and congestion propagation.  If successful, the improved understanding could lead to algorithms and protocols that reduce the width of congestion events and reduce the tendency (if there is one) of congestion to spread from link to link.

· The lab will be able to establish strengths and weaknesses of existing and proposed protocols with respect to loss and congestion.  A crucial part of my thesis is the ability to test the proposed improvements in TCP and TCP-friendly congestion control to measure them in a credible dynamic environment.

3 Key challenges

· Can we discover congestion by discovering losses?
Inferring locality of unexpected packet losses from packet headers captured at a router is a tricky business, at best.  A portion of my work is an attempt to sum many concurrent connections with the hope of finding shared unexpected loss experiences.

· Are enough connections long enough?
Losses at the very beginning of a connection are (almost by definition) unexpected.  So short-lived connections will give very few useful clues.

· How well can we predict the path taken by a connection?
Assigning blame for losses along a path requires a reliable mechanism for predicting the path a connection took.

· Is AS level an appropriate level of detail?
Losses take place at the entrance to links.  For the sake of this model, I will treat each Autonomous System as though it were a single, massive router.  This hides all of the interior links, even if they are trans-oceanic or connections to an exchange point.

· Can we realistically gather the data we need?
Gathering timely data from a fast router requires processing a large number of packet headers. On high-speed routers, the combined log is too large (and arriving too fast) for real-time analysis. One of the challenges of this work will be to try to use flow-level data to discover packet losses, even though flow-level data does not explicitly provide that.

3.1 Unique resources

· Wisconsin Advanced Internet Lab
The WAIL facilities will give us a chance to reproduce multiple-loss paths in a bench-top atmosphere with complete control over configurations and instrumentation. To the extent that our intuitions about the spread of congestion and the effects of various forms of RED, WRED, and ECN are correct, our lab will be able to create reliable and reproducible scenarios that illuminate those situations.

· Lab in the Internet
Wisconsin participates in projects that will enable the collection of several of the datasets I will need in this thesis.  Associations with Surveyor, NIMI and WAWM will facilitate the collection of high volume data on flows, demand, and observed results.

· Wavelet Center for Ideal Data Representation (Wavelet IDR)
The Wavelet Center for Ideal Data Representation is a consortium of nine institutions involved in wavelet research. The signal processing needed to discover the pacing of events in multiscale time frames suggests wavelets will provide illuminating insight.  The support of that team will be invaluable.

Related Work

The study of congestion goes back to the days when Van Jacobson noticed that throughput between 2 sites dropped from 32,000 bps down to 40 bps [Jacobson88].  The network had fallen into congestion collapse.  Based on suggestions he made in that paper, congestion control was added into TCP.  They scaled surprisingly well and were widely deployed.  Several studies showed that Internet packet loss is generally low enough [Kalidindi99e] [MC99] that the risk of congestion collapse is now small.  In fact, [MIQ] graphs show a significant drop in the global loss rate during 1999.  So the study of loss rates seemed obsolete.

But recently there has been increased interest in quantitative characterization of the way TCP reacts to losses because of a desire to define TCP-friendly behaviors for non-TCP flows that compete with TCP connections .  In particular, an important area of active research seeks ways for applications to share their congestion experiences and perform cooperative congestion control [Padmanabahn99] [BRS99] [Rubenstein00].  Those papers explore metrics that could enable applications to share their knowledge of available bandwidth so that basic Quality of Service (QoS) tradeoffs could be made by applications, informed by the discoveries of points of congestion.  Rubenstein's computations of sharing were based on sound mathematics, but his dataset included very few sites.  My work will bring much more diverse data to bear on the problem.  Moreover, the points of congestion Rubenstein's loss correlation and delay correlation discovers are at the router level.  I need to adapt his techniques to use at the AS level because I don't expect users of my tools to have (or need)  that level of detail for operational and visualization purposes.

The goal of cooperative congestion control is to reach an equilibrium that matches what TCP would have given to the aggregate flow.  So it is important that we understand how an aggregate flow under TCP would react to a given congestion environment.  Early analyses gave clear insight into the role of losses, but depended on the assumption that losses were rare and multiple losses within a single round trip time were unlikely [Mathis97].  Then Padhye constructed a model [Padhye98] that incorporated not just the TCP fast retransmit behavior, but also the TCP timeouts.  Packet loss rate impacts the sending rate in non-obvious ways beyond just the pacing losses can be detected by triple duplicate ACK packets.  Multiple losses within a single Round Trip Time (RTT) can cause one or more TCP retransmit timeouts.  Careful reading of his paper illuminates many of the dark corners of TCP and helps the reader appreciate the loss compensation mechanisms of TCP.

Those studies assumed losses are stationary and can be viewed as though they were in a static environment.  A dataset of network measurements is said to be mathematically stationary if it can be described with a single time-invariant mathematical model [ZPS00].  In their case, they were measuring (among other things) loss rates and loss episodes.

Widmer went a step further and suggested equation-based congestion control [FPHW00] that further defines the concept of a loss event and introduced the notion of a loss predictor.  Again, losses were assumed to be independent and identically distributed.

Those algorithms performed very well in laboratory environments, where the entire Internet could be replaced by a black box that randomly delays and drops packets.  In the actual Internet, the results were much less satisfying.  Clearly, losses are not independent and identically distributed events. Other researchers also found evidence that losses often occur in bursts.  When researchers studied RED, they reached very different conclusions in different simulation [FJ93] and emulation  [CJOS00] experiments.  And invariants that can be used to model those losses have been particularly elusive [AAB00].  Recent work by Huang [Huang00] stresses the importance of correctly modeling the burstiness of losses.

3.2 Measurement Projects

Deeper understanding of losses and congestion required an more realistic view of the quantity, diversity, and source and destination of Internet traffic.  This requires coordinated data collection from representative points in the Internet.  A good example of the kind of infrastructure was Paxson's Network Probe Daemon study[Paxson97s] which used 37 measurement sites that covered over 1,000 distinct paths.  In particular, the measurement methodology provided a very useful framework for later work.  The successor to NPD was the National Internet Measurement Infrastructure, NIMI [AM00].  NIMI provides a platform for a broad range of coordinated measurements.  It has been distributed on 51 systems and covers a broader subnet of the Internet.  The key feature of NIMI from our perspective is the ability to securely run arbitrarily complex measurements at the gathering points, before transporting the results to the collection point.  For active measurements, NIMI nodes use time coordination between nodes that may not be precise enough for our needs.  This is important to us because we need to determine that shared congestion occurred in the same time window even though the measurement devices were independently recording the times.

AT&T Research made many detailed measurement in AT&T Worldnet for many years.  The PacketScope passive measurement system [PacketScope97] has been used to study traffic demand modeling [Rexford00] and flow reconstruction [DG00] with the significant advantage of being able to see all of the flows in the interior of Worldnet at all of the points along each path.  This neatly avoids the problem of modeling the complex behavior of a sequence of unmeasured routers.  The disadvantage is that no measurements were taken outside of Worldnet.  Thus PacketScope studies miss congestion at edges other than those served by Worldnet, congestion beyond the peering links to other ISPs, and congestion entering Worldnet from public exchange points.

The Internet Protocol Performance Metrics [IPPM] working group within IETF has been working on a set of standards that would facilitate collection of performance metrics.  They continue to refine the active and passive measurements that our study will leverage to infer losses.  The concrete realization of that work was the Surveyor [Kalidindi99] project.  This project, currently in the process of being moved to the University of Wisconsin / Madison, is focused on taking one-way measurements of packet delay and loss between 61 systems deployed worldwide.  This infrastructure satisfies our need for precise time coordination, as well.  Each of the Surveyor nodes is equipped with a GPS clock.

Based on those measurement infrastructures, a variety of traffic studies looked at the flows collected.  Since congestion and loss depends on the composition of the traffic, it is important that we gather general network traffic data that can correctly reflect the diversity and the arrival patterns of wide area connections.  Two good examples of successful measurement-based studies are Leland et al. [Leland94] and Paxson [Paxson97].  Both studies did extensive analysis of large datasets of Internet traffic over a large number of distinct paths of realistic lengths.

Once we have a collection of flows to simulate in our lab, we will still need to correctly emulate the way end systems transmit data in the presence of losses.  The way TCP reacts to each loss depends on the events that drive TCP reactions: receipt of acknowledgements or timeouts.  A recent collaborative effort within the research community yielded a Network Simulator [NS], a multi-protocol simulator that covers a wide range of routing algorithms, scheduling and queue management algorithms, and even application level protocols like HTTP.  NS will also give us a an idealized set of losses that we can compare to the actual packet drops we see in the hardware routers in our WAIL lab

3.3 Internet Topology

To successfully apply our lab results to the real Internet, we will need to abstract away all of the details inside an Autonomous System.  Attempts to study Internet paths at the router level [Cheswick00] resulted in too much detail to display aggregate data that is operationally useful.  Uhlig & Bonaventure [UB01] introduced the notion of an AS flow to accumulate large numbers of IP flows into a combined AS flow. They showed that AS flow statistics compare well to the more detailed IP flow statistics without the burden of the additional detail. They also showed that Netflow data can be used to gather the data with reasonable accuracy.  By displaying data at the AS level, we avoid many of the pitfalls of router-level paths.  Rapid IGP changes caused by perfectly valid load balancing and operational changes within an AS would seriously affect the router-level path even though in most cases the effect on the traffic is comparatively small.

Another serious problem I will encounter is the difficulty of resolving router aliases.  Tools like traceroute tell where a packet goes by discovering the IP addresses of interfaces on routers.  But a single router will often have many IP addresses.  Govindan & Tangmunarunkit [Govindan00] measured the degree of inaccuracy of an Internet map using hop-limited probes. Their Mercator tool contains heuristics for resolving router aliases and discovering cross-links. They found that the resulting maps were useful for providing visual context for isolating faults in networks.

We found that it was easier to get a timely view of Internet Topology using BGP tables to derive an AS Graph like the one introduced by Gao & Rexford [GR00].  Their work postulates that links are either customer-to-provider links in which each side takes specific BGP roles, peer-to-peer links that denote equal partners, or backup links. These characterizations helped motivate a hierarchical view of the Internet as an AS tree, rather than a graph.  We found the choice of a hierarchical view fortuitous in our case, since it allowed a treemap and supported zooming in and out.

3.4 Congestion Notification

Ramakrishnan, Floyd, Black RFC 3168 "ECN (Explicit Congestion Notification) in TCP/IP" - proposes a lossless technique for communicating rate-limiting information. Routers can advise recipients that a packet would have been dropped without actually dropping the packet. The technique requires 2 bits in the IP header and 2 bits in the TCP header. Routers can see the ECN-Capable-Transport (ECT) bit in the IP header and, optionally, lite the Congestion Encountered (CE) bit in the IP header. These bits are contained in the Type of Service (ToS) octet. The bits in the TCP header let the recipient tell the sender to slow down and let the sender acknowledge the fact that he has reduced his congestion window.

Theoretical models such as those proposed in [Padhye98] "Modeling TCP throughput" study the problem of traffic passing through a single, congested point. Other research by Floyd, Handley, Padhye, Widmer [FPHW00] have proposed a definition of a loss event rate again in the case where the bulk transfer capacity of a path is stationary. But long paths through the Internet may be more complex. How do TCP and TCP-friendly congestion control mechanisms react to multiple hot spots?

3.5 Wavelets

The use of wavelets to understand Internet behaviors is a comparatively recent development.  The wavelet representation lends itself very well to analyzing the fine and coarse scales as well as the localization of events that happen over only a portion of the time scale.  WIND [Huang01] is a tool that leverages the benefits of wavelets to detect traffic patterns in Internet traffic traces.  They demonstrated that wavelets can be used to analyze a single connection, and emphasized the importance of using passive measurements for any study that wanted to be practical for operational monitoring.  Their 80% to 90% success rate in correctly identifying network path-related problems is particularly encouraging.  Their research led me to ponder what would happen when combining wavelet results from purely the losses of a large number of connections that partially share paths.  For a detailed description of multi-resolution analysis and wavelets, researchers typically refer to the Daubechies book[Daubechies92].

4 Research Questions

4.1 Visualizing the network

The goal is to make it easy to glance at a single screen and quickly see a topologically-oriented health status of the entire Internet. This is challenging because the Internet is not organized as a simple tree and the paths taken by packets are not easily discovered. The first simplification is to show an AS level (rather than a router level) view of network paths. This phase is broken down into a task to discover the backbone of the Internet, a task to simplify the AS graph into an AS tree, a task to capture traffic density at the AS level, and a task to display that data in a way that can be quickly digested at a glance.

4.2 Identifying the backbone

To identify the backbone we start with a combined Border Gateway Protocol (BGP) table that represents data from a large portion of the interior of the Internet.  The initial study used the BGP table from Oregon Route Views [RouteViews], but the next iteration will use a much larger table recently gathered by RIPE.

Our goal is to create a much simpler representation of the graph of AS connectivity than the whole graph derived from the RIPE study.  The simplest representation would be a tree, but a tree places too much cost at the top few levels where the real Internet is so heavily connected that it is virtually a clique.  Broido and claffy [Broido01] analyzed the structure of the AS graph extensively and concluded that a forest of trees was a compact and efficient way to express the shape of the Internet.  Each tree represents an acyclic (downstream) portion and the roots of the trees form a strongly connected backbone.  Their technique was based on 220M traceroute results collected over 28 days.  Unfortunately, the "stripping" algorithm they describe leaves 2803 nodes in "giant component".  For their purposes, it was accurate to consider all of those nodes strongly connected to the backbone.

In our case, the goal is two-fold.  First, the visualization tool would like to segment the entire internet into a set large enough to be expressive ( >= 8) yet small enough to easily differentiate the regions on a visual tool ( <=40).  Secondly, the turbulence at major exchange points is likely to be a significant source of packet losses, so our backbone set ought not to have so many nodes that it hides all of the interior transit nodes.

After much discussion, Thomas Hangelbroek came up with a simple and effective way to identify the innermost portion of the Internet.  From the BGP tables, we extracted the G=(V,E) graph where V is the set of Autonomous Systems (vertices) and E is the set of links (edges) that connect them.  He identified an interior subgraph, BB, consisting of the nodes that can reach 90% of the vertices in V within 3 hops.

The mechanism for creating this subgraph was suggested by Amos Ron.  We create an adjacency matrix, A, where an element of A(i,j) is 1 if there is an edge connecting vertex i to vertex j directly.  The square and cube of the adjacency matrix give the number of nodes reachable in 2 and 3 hops respectively.

Figure (matcode)

Matlab code snippet to compute the number of vertices reachable in 3 hops.

Interestingly, A3 includes only those paths that are exactly 3 hops (so it shows 0 for some vertices that are 2 hops away).   Adding A2 eliminates this problem.  Since we are uninterested in the number of different paths that connect i to j in n hops, we convert all non-zero elements to true = 1.  Thus the formula for nodes reachable in n hops or less is:
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The sum of row i of An is the number of unique vertices reachable by vertex i in n hops.  When the cumulative distribution of row sums is plotted, there is a clear knee at the point where 12 nodes can reach 90% of the Autonomous Systems in the Internet in 3 hops.  The graph is based on AS connection data from an old Oregon Route Views data set and needs to be updated before it can be included in a paper such as this.  It was intriguing, though.  It had several other interesting features that I think show evidence of the "giant component" referred to in the Broido and claffy paper [Bc01].  Further study is needed.

Each of those 12 nodes has a high outdegree ( > 50) and the nodes themselves are very heavily interconnected (average over 70%).  The 12 systems designated as the innermost core of the Internet backbone are shown in figure (core).
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Name
Out Degree
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Depth

1
BBNPlanet
171
394
11
4

174
PSINet
25
51
8
4

286
EUNet
21
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6
3

293
ESNet
41
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8
3
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Alternet
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10
5
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Sprint
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7
4
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7
5
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Cable&Wireless
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8
3

6453
Teleglobe
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8
5
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AboveNet
58
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9
5

7018
A T & T
282
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9
4

Figure (core)

Nodes that see 90% of the AS'es in 3 hops or less. 

Peers are the number of connections the root has to other roots in this list.
Further work is needed to verify that any packet that reaches one of those backbone nodes will arrive safely (low likelihood of loss) and predictably (low jitter) at any other backbone node.

An AS clustering study based on earlier data was done as a University of Wisconsin / Madison Technical Report [GBC01].  The technical report contains more in-depth coverage of the clustering algorithm used to construct the trees.

4.3 Capture traffic density at the AS level

This step gathers data from a few international web server logs and accumulates the bytes requested by each AS. The resulting table compares local bytes (directly requested by customers in that AS) to transit bytes (requested by customers in AS'es we think are children of that AS). This step gives us the data that will be needed to test the visualization.

Tools to convert web server logs in Squid Common Log Format, Apache Common Log Format, and Microsoft IIS are available from the Netcity project [Netcity].  These tools total all of the traffic from a web server log by source and destination AS and by hour of the day.  They form an interchange file format suitable for a wide range of demand studies.  The tools are written in Java and source is freely available.

Future work will be needed to capture traffic demand and supply from a more diverse set of collection points.  Moreover, the data used in this portion of the study was HTTP traffic that might not have been representative of other types of flows.  For example, Napster traffic may have radically different characteristics.

4.4 Display network data at a glance (2-D)

To aide in visualizing the quantity of data, we tried two different techniques.  A common 2 dimensional technique is a k-d tree [Duncan99].  We found an excellent java implementation at the Human-Computer Interaction Lab at the University of Maryland.  Their treemap code [Shneiderman91] had a simple enough data format.  So we created the tables needed to place the demand data gathered in the prior step into it.  The result appears in figure(treemap).  In the example shown here the mouse lingered over the square that represents Wisconsin's AS.  Clicking on a cluster brings up a window showing the detailed statistics.  Double clicking on a cluster zooms in to it.
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Figure (treemap)

Total traffic seen by a typical commercial web server in 24 hours, aggregated by Autonomous System.  AS'es are clustered based on Hamming distance between neighbors.  Clusters are named for with the name of the AS with the most outbound links.  Color of each cell represents log of quantity of traffic in bytes.  Bright green is the most traffic.

The names of the Autonomous Systems were derived from the NetGeo databases [NetGeo] at CAIDA [Moore99].  The clustering of AS'es and the choice of exemplar for each cluster are the subject of a UW technical report [GBC01].  The implication is that packets sourced from or destined to a particular AS are likely to pass through the Exemplar AS'es, hierarchically both from and to the backbone.  From recent studies [Broido01], we believe that a substantial portion of Internet traffic travels through the backbone, although Broido and claffy choose a much larger number of nodes to form the "giant component".  Their clustering more accurately reflects the fact that ISPs are often connected to peers and to several parts of the backbone, but our clustering lends itself more easily to visualizing the aggregate of cohesive AS'es.

We found this to be an operationally useful way to display the entire Internet.  At a glance, it was easy to see which major clusters had high participation (lots of AS'es with non-trivial traffic) and which individual clusters had high demand.  But it lacked a geographic referent and it was hard to see link-level patterns like transoceanic demand or demand between backbone nodes.

4.5 Display network data at a glance (3-D)

We experimented with displaying the activity along links based on the geography of the links and had less than satisfying results.  The vertices of our graph are entire Autonomous Systems, rather than individual routers.  Even acquiring latitude and longitude data at the AS level is disappointing.  The NetGeo project made a Herculean effort to assign latitude and longitude coordinates to every AS [NetGeo].

The results still place a large number of Autonomous Systems very close together on the globe.  I suspect that there are several reasons:  Many Autonomous Systems were assigned a latitude and longitude based on the maintainer's address.  Mergers, acquisitions, and hoarding means some of the largest Internet Service Providers have several AS numbers.

I applied an algorithm to move the virtual location of each AS to a unique location.  The algorithm needs work, and I hope other researchers will pick up the challenging task.  Ultimately, I would like every IP address to have a unique Internet Global Position that could be used to predict delay, jitter, and bulk transfer capacity between any two Internet Global Positions.

Interestingly, the Skitter developers noticed that latitude provides very little differentiation between AS'es since most of them are in a narrow band of the northern hemisphere.

Figure (netcity) shows data collected from a full day of web server logs from an international set of sports servers.  In spite of the international nature, the data passed through AS'es whose maintainers had US addresses.

It will need much more work before it can be operationally useful (if it ever can be).
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Figure (netcity)

Netcity map of  a portion of the east coast of the United States.  The columns are Autonomous Systems.  The height of each column represents its distance from the backbone, with tall columns near the backbone.  The color (for those of you who can see it in color) represents the amount of traffic either destined for or flowing through the node.  The gray lines show the latitude and longitude -- North is roughly the upper left corner (sorry, but it made it easier to see the heights of the columns).  The black lines are links between AS'es, with the darkness of the line indicating the amount of traffic.

4.6 What is a congestion event?

The prior phase created the infrastructure to display total traffic at a glance. Operationally, it is even more important to view trouble spots or anomalies in a similar framework. Ultimately, it will take more than the scope of this document to develop a notion of what it means to be a trouble spot, but our first attempt to notice unusual behavior will be a definition of a congestion event.

4.7 Simple rate limiting through a steady bottleneck

Note that any TCP connection that does not run at the full speed of the source's network interface is, by definition, being rate-limited somewhere. Thus, virtually every TCP connection that crosses a non-trivial part of the Internet experiences a bottleneck somewhere that guides it to the appropriate congestion window size. If that bottleneck consistently limits the connection to a steady bandwidth, the packet losses will be periodic and will occur at the peaks of a sawtooth graph of congestion window size.
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Figure (saw) [P&D fig 6.13]

Behavior of TCP congestion control.  Colored line = value of CongestionWindow over time; solid bullet = timeout; hash marks = time when each packet is transmitted; vertical bar = time when a packet that was eventually retransmitted was first transmitted.
Figure f(saw)[PD2e] shows typical sawtooth for the congestion window that results from steady bandwidth available to a connection. When TCP probes to increase its speed, the bottleneck responds by dropping a packet. For the rest of this study, we will assume that a single packet drop results in a single retransmission. This is not true for a long, fat network in which the bandwidth * delay product is high. In those cases, a loss causes multiple retransmissions, an extra acknowledgement, and extra round-trip times in delay. As we will see, it is easier to detect retransmissions than losses, but the effect will still be a series of events, uniformly spread.
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Figure (steadyloss)

Losses experienced by a connection with no cross traffic.

Analytically, the frequency of the sawtooth pattern will be a function of the rate at which TCP increases its congestion window (additive increase) and the value it falls to (multiplicative decrease). Wavelet analysis of the lost packet numbers should find a strong component at that frequency across the entire connection. This congestion event is the natural operation of the Internet to correctly pace the TCP connection. Mathematically, the frequency of the steady pacing losses should be derivable from the bandwidth of the connection and the observed, actual throughput.

Experiments in the WAIL lab using a single, simple bottleneck will help us relate the observed loss frequency to an operationally-appropriate formula (I hope).

In an ideal world, all losses would be last-mile losses. In that situation, TCP is correctly optimized to quickly identify lost packets and recover using fast retransmit. (reference the fast retransmit stuff).

4.8 Complex rate limiting through varying bottlenecks

The loss event graph for a given connection may not be so nicely regular. There is anecdotal evidence of waves of congestion propagating across the backbone as caravans of connections experience the same bottlenecks and respond too quickly or too slowly. (Cisco QoS document). If this is true, it will show up in real loss graphs for real connections across the real Internet.


[image: image6.wmf]Losses on complex path

0

1

0

0.5

1

1.5

2

Time

Loss


Figure (lossescomplex)

When a connection encounters congestion at places other than a steady bottleneck.
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Figure (wavelet result)

This chart matches the timeline shown in Figure (lossescomplex) and shows what I hope would be the entropy at a timescale much smaller than the frequency of pacing losses.

My thesis is that almost all of the pacing packet losses used for rate-limiting and given to connections at times when they will be able to quickly recover (via fast retransmit) occur at the exit point from the Internet on the last mile to the customer. Further, if an exchange router or a poorly provisioned inter-domain link overreacts to an increase in aggregate demand, there are "bad" packet losses that produce ill-informed reduction of the window. In particular, the out-of-pace losses are likely to produce multiple losses within the same window and losses that are significantly more likely to result in coarse timeouts.

Notice what an unnecessary dip in the congestion window will do to the loss graph of a TCP connection. The period immediately following multiple losses contains slow growth and no losses. Fast recovery lets the congestion window grow back to half of its immediately prior value. Then the connection uses additive increase to slowly reach the level it found before the "bad" losses. This glitch then shows up in the wavelet analysis as a gap in the steady stream of predictable losses at the characteristic frequency.

Further, my thesis is that these episodes of over-reacting at interior points in the Internet are short-lived and are part of a shared experience by many connections. If so, they would show up at similar times in wavelet analyses of all connections that share the same over-reacting site.
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Figure (siteloss)

Colored line = sum of the congestion reports at a site (FOR ILLUSTRATION PURPOSES ONLY);
Dark line = contribution of the connection in the prior example.
If my hypothesis is correct, we will see correlated changes in the wavelets derived from all of the connections that pass through under-provisioned links in the Internet. Figure (siteloss) shows an example using unreal data manufactured simply to illustrate the kind of graph I hope to see.

Thus, we can finally define a congestion event as a period of time during which connections with shared links experience shared loss other than the steady rate limiting.

At the outset, I have no preconception about the duration or intensity of these congestion events. In particular, I don't know if they affect a high percentage of the connections going through them, or a low percentage.

4.9 Determining rate-limiting contributions along the path

Each connection will have a graph of the losses it experiences, along with the final average throughput. If there is a strong presence of steady rate limiting, we can derive the expected "natural" steady throughput (assuming no losses at any other site). The difference between the natural throughput and the actual throughput can be attributed to the periods of time when losses were unpredictable. Each connection has a set of transit sites in the form of a set of AS’es. Each of the periods is a report of a congestion event that we assume happened at one of the transit sites. The sum of the reports of congestion from all of the connections will be, for each site, a graph of congestion reports over time. Each graph is normalized by the number of connections that pass through that site.

If a well provisioned transit site, S(wide), is in the paths of many connections that also pass through a constriction point, S(narrow), then S(wide) may be mistakenly considered a rate-limiting site. To combat this, we declare certain sites congested for certain periods of time. For example, assume S(narrow) exceeded his turbulence threshold of 10% (because 10% of the connections that traversed his site reported non-steady losses across that moment) from time t(startc) to time t(endc). Then we would declare that S(Narrow) was in turbulence and adjust all of the congestion events reported by connections to reflect the fact that the period t(startc) to t(endc) is explained. When the adjusted congestion events are summed across sites, hopefully, S(wide) will show far less turbulence.

Summing the graphs from connection level to link level implies a loss of precision along the time axis that could have been disastrous.  Instead, we perform the summation among the wavelet coefficients.  Each coefficient already embodies a time quanta, and the corresponding wavelet component for other connections refer to the same portion of the time window.  It should also be possible to find the link that had the most turbulence by comparing the corresponding link-level components.

Setting thresholds for the onset and completion of turbulence is an area that needs more study. In the example above, a 10% threshold may have been enough to justify a declaration of turbulence or it might not. Once we have lists of congestion reports and sets of AS’es along connection paths, we will experiment with techniques for determining which sites are experiencing congestion.

Using SNMP, we will be able to verify when packet dropping starts and ends. If our analysis is correct, we should be able to match turbulence discovered to turbulence caused in a progressively complex set of configurations. The most complex configuration would be a test setup that accurately models cross-traffic seen in (a part of a) day in the life of (a part of) the Internet.

Several experiments will be needed as scaffolding to help us accurately configure a complex set of PC routers to recreate a (part of a) day in the life of (a part of) the Internet. Flows will be gathered from 10 routers strategically placed in the Internet. From the netflow data taken at 5 minute intervals, we will accumulate the list of source IP addresses and, therefore source AS’es. For this experiment, the top 50 AS’es will be represented by PCs.

Well-documented test environments like the ones used at the Univ. di Pisa [Rizzo00] will be replicated in the lab to make it easy for other researchers to reproduce our results.  It will also make it easy for us to reproduce their results.  Surge [Barford98] will be used for cross traffic generation.

4.10 Open Questions

Is flowscan at 5 minute intervals long enough to see congestion?  Is it too short?

Is the AS level an inappropriate level to analyze?

If ECN gains wide acceptance, will the problem go away?

Is a self-centered view of congestion sufficient?  Or will we need coordination between measurement sites?

5 Research Schedule

The schedule to develop my thesis is as follows:

· Oct 2001

Ph.D. Preliminary Exam

· Nov 2001 

Data gathering

· Flow data through r-peer

· Improved BGP table

· ECN acceptance & ECN deployment

· ECN suitability for congestion study

· Jan 2002

Write up Demand Visualization

· Apr 2002

Implement bottleneck harness and day-in-the-life harness

· Verify bench result vs. actual flow data

· Analyze and understand congestion events

· Define congestion onset, congestion event

· Deploy ECN in lab

· Compare header-based results to flow-based

· Report results

· May 2002

Monitor congestion events in the wild

· Deploy tools in friendly locations

· Measure congestion in friendly subgraph

· Project ECN benefit, report results

· Aug 2002

Post tools for widespread use

· Oct 2002

Begin work on dissertation

· May 2003

Graduate
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// The Adjacency matrix is A


// A2(i,j) is the number of paths connecting i to j in 2 hops


A2 = A * A;


// A3 is the number of paths exactly 3 hops


A3 = A2 * A;


// BoolA3 is 1 where either A3 or A2 are non-zero


BoolW3 = (A3 + A2) > 0;


// Within3 is the number of vertices reachable in 3 hops


Within3 = SUM(BoolW3);
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		incr		Time		Steady		Disrupted		unsteady		Seen by narrow site		emphasized unsteady				Seen by narrow site

		0.01		0.01		0		0		0.4		3.6		0				3.6

				0.02		0		0		0.4		3.5		0				3.5

				0.03		0		0		0.4		4.0		0				3.7

				0.04		0		0		0.4		4.0		0				3.8

				0.05		0		0		0.4		3.5		0				3.4

				0.06		0		0		0.4		3.2		0				3.5

				0.07		0		0		0.4		3.5		0				3.5

				0.08		0		0		0.4		3.4		0				3.7

				0.09		0		0		0.4		3.0		0				3.6

				0.1		0		0		0.4		3.1		0				3.2

				0.11		0		0		0.4		2.6		0				3.4

				0.12		0		0		0.4		2.6		0				3.6

				0.13		0		0		0.4		2.8		0				3.9

				0.14		0		0		0.4		2.4		0				3.7

				0.15		0		0		0.4		2.5		0				3.8

				0.16		0		0		0.4		2.9		0				3.4

				0.17		0		0		0.4		2.8		0				3.0

				0.18		0		0		0.4		3.3		0				2.7

				0.19		0		0		0.4		3.6		0				3.0

				0.2		0		0		0.4		3.8		0				3.1

				0.21		0		0		0.4		3.8		0				3.1

				0.22		0		0		0.4		4.1		0				3.6

				0.23		1		1		0.4		4.0		0				3.4

				0.24		0		0		0.4		4.4		0				3.0

				0.25		0		0		0.4		4.7		0				2.8

				0.26		0		0		0.4		4.3		0				3.0

				0.27		0		0		0.4		4.0		0				3.3

				0.28		0		0		0.4		4.2		0				3.5

				0.29		0		0		0.4		4.3		0				3.4

				0.3		0		0		0.4		4.3		0				3.7

				0.31		0		0		0.4		4.4		0				3.9

				0.32		0		0		0.4		4.5		0				3.9

				0.33		0		0		0.4		4.5		0				3.7

				0.34		1		1		0.4		5.3		0				4.5

				0.35		0		0		0.4		6.1		0				5.4

				0.36		0		0		0.4		7.2		0				6.4

				0.37		0		0		0.4		8.7		0				7.7

				0.38		0		0		0.4		9.8		0				8.8

				0.39		0		0		0.4		11.0		0				9.8

				0.4		0		0		0.5		15.6		0.3333333333				11.0

				0.41		0		0		0.6		18.2		0.6666666667				12.5

				0.42		0		0		0.65		16.4		0.8333333333				13.7

				0.43		0		0		0.7		16.2		1				15.2

				0.44		0		0		0.7		17.1		1				16.2

				0.45		1		1		0.7		17.9		1				17.0

				0.46		0		0		0.7		19.1		1				18.4

				0.47		0		1		0.65		17.8		0.8333333333				19.4

				0.48		0		0		0.6		18.3		0.6666666667				20.7

				0.49		0		0		0.5		19.4		0.3333333333				19.8

				0.5		0		0		0.4		19.1		0				18.6

				0.51		0		0		0.4		17.7		0				17.4

				0.52		0		1		0.4		16.8		0				15.9

				0.53		0		0		0.4		15.8		0				14.9

				0.54		0		0		0.4		14.7		0				14.3

				0.55		0		0		0.4		14.1		0				12.8

				0.56		1		0		0.4		13.1		0				11.7

				0.57		0		0		0.4		11.9		0				11.2

				0.58		0		0		0.4		11.0		0				10.3

				0.59		0		0		0.4		9.7		0				9.5

				0.6		0		0		0.4		8.5		0				8.7

				0.61		0		0		0.4		8.0		0				7.6

				0.62		0		0		0.4		7.3		0				6.8

				0.63		0		0		0.4		6.3		0				5.9

				0.64		0		0		0.4		6.7		0				6.0

				0.65		0		0		0.4		6.7		0				6.3

				0.66		0		0		0.4		6.4		0				6.4

				0.67		1		1		0.4		6.8		0				6.6

				0.68		0		0		0.4		7.0		0				6.4

				0.69		0		0		0.4		6.7		0				6.1

				0.7		0		0		0.4		6.8		0				6.1

				0.71		0		0		0.4		6.5		0				5.7

				0.72		0		0		0.4		6.0		0				5.4

				0.73		0		0		0.4		6.0		0				5.5

				0.74		0		0		0.4		5.8		0				5.5

				0.75		0		0		0.4		5.8		0				5.3

				0.76		0		0		0.4		6.0		0				4.9

				0.77		0		0		0.4		5.5		0				5.0

				0.78		1		1		0.4		5.5		0				5.3

				0.79		0		0		0.4		5.2		0				5.4

				0.8		0		0		0.4		5.0		0				5.0

				0.81		0		0		0.4		4.7		0				5.3

				0.82		0		0		0.4		4.8		0				5.6

				0.83		0		0		0.4		5.0		0				5.5

				0.84		0		0		0.4		5.3		0				5.2

				0.85		0		0		0.4		4.9		0				5.4

				0.86		0		0		0.4		4.9		0				4.9

				0.87		0		0		0.4		4.6		0				5.0

				0.88		0		0		0.4		4.6		0				4.9

				0.89		1		1		0.4		4.5		0				5.2

				0.9		0		0		0.4		4.7		0				5.6

				0.91		0		0		0.4		4.5		0				5.3

				0.92		0		0		0.4		4.8		0				5.4

				0.93		0		0		0.4		5.1		0				5.3

				0.94		0		0		0.4		4.9		0				5.3

				0.95		0		0		0.4		5.0		0				5.7

				0.96		0		0		0.4		4.7		0				6.1

				0.97		0		0		0.4		4.5		0				5.6

				0.98		0		0		0.4		4.0		0				5.2

				0.99		0		0		0.4		4.2		0				5.1

				1		1		1		0.4		4.3		0				5.5

				1.01		0		0		0.4		4.6		0				5.8

				1.02		0		0		0.4		4.9		0				5.5

				1.03		0		0		0.4		5.0		0				5.9

				1.04		0		0		0.4		4.8		0				6.4

				1.05		0		0		0.4		4.8		0				6.3

				1.06		0		0		0.4		5.2		0				6.3

				1.07		0		0		0.4		4.9		0				6.4

				1.08		0		0		0.4		5.0		0				6.3

				1.09		0		0		0.4		5.2		0				6.2

				1.1		0		0		0.4		5.1		0				6.1

				1.11		1		1		0.4		4.8		0				6.5

				1.12		0		0		0.4		4.7		0				6.7

				1.13		0		0		0.4		4.5		0				6.8

				1.14		0		0		0.4		4.6		0				6.7

				1.15		0		0		0.4		4.2		0				6.5

				1.16		0		0		0.4		3.7		0				6.8

				1.17		0		0		0.4		3.4		0				7.3
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				0.02		0		0		0.4		3.5		0				3.7

				0.03		0		0		0.4		4.0		0				4.0

				0.04		0		0		0.4		4.0		0				3.5

				0.05		0		0		0.4		3.5		0				3.8

				0.06		0		0		0.4		3.2		0				3.6

				0.07		0		0		0.4		3.5		0				3.8

				0.08		0		0		0.4		3.4		0				3.7

				0.09		0		0		0.4		3.0		0				3.7

				0.1		0		0		0.4		3.1		0				3.7

				0.11		0		0		0.4		2.6		0				3.9

				0.12		0		0		0.4		2.6		0				3.9

				0.13		0		0		0.4		2.8		0				4.4

				0.14		0		0		0.4		2.4		0				4.3

				0.15		0		0		0.4		2.5		0				4.2

				0.16		0		0		0.4		2.9		0				4.4

				0.17		0		0		0.4		2.8		0				4.5

				0.18		0		0		0.4		3.3		0				4.6

				0.19		0		0		0.4		3.6		0				4.2

				0.2		0		0		0.4		3.8		0				4.4

				0.21		0		0		0.4		3.8		0				4.2

				0.22		0		0		0.4		4.1		0				4.1

				0.23		1		1		0.4		4.0		0				4.2

				0.24		0		0		0.4		4.4		0				4.1

				0.25		0		0		0.4		4.7		0				4.4

				0.26		0		0		0.4		4.3		0				4.8

				0.27		0		0		0.4		4.0		0				4.9

				0.28		0		0		0.4		4.2		0				4.8

				0.29		0		0		0.4		4.3		0				4.9

				0.3		0		0		0.4		4.3		0				5.1

				0.31		0		0		0.4		4.4		0				5.1

				0.32		0		0		0.4		4.5		0				5.3

				0.33		0		0		0.4		4.5		0				5.4

				0.34		1		1		0.4		5.3		0				6.0

				0.35		0		0		0.4		6.1		0				6.6

				0.36		0		0		0.4		7.2		0				8.0

				0.37		0		0		0.4		8.7		0				9.1

				0.38		0		0		0.4		9.8		0				10.0

				0.39		0		0		0.4		11.0		0				10.7

				0.4		0		0		0.5		15.6		0.3333333333				11.4

				0.41		0		0		0.6		18.2		0.6666666667				12.5

				0.42		0		0		0.65		16.4		0.8333333333				13.2

				0.43		0		0		0.7		16.2		1				14.5

				0.44		0		0		0.7		17.1		1				15.7

				0.45		1		1		0.7		17.9		1				16.5

				0.46		0		0		0.7		19.1		1				18.0

				0.47		0		1		0.65		17.8		0.8333333333				19.2

				0.48		0		0		0.6		18.3		0.6666666667				19.8

				0.49		0		0		0.5		19.4		0.3333333333				18.4

				0.5		0		0		0.4		19.1		0				17.8

				0.51		0		0		0.4		17.7		0				16.9

				0.52		0		1		0.4		16.8		0				16.3

				0.53		0		0		0.4		15.8		0				15.7

				0.54		0		0		0.4		14.7		0				15.1

				0.55		0		0		0.4		14.1		0				14.4

				0.56		1		0		0.4		13.1		0				13.0

				0.57		0		0		0.4		11.9		0				12.0

				0.58		0		0		0.4		11.0		0				10.5

				0.59		0		0		0.4		9.7		0				9.2

				0.6		0		0		0.4		8.5		0				8.0

				0.61		0		0		0.4		8.0		0				7.2

				0.62		0		0		0.4		7.3		0				5.9

				0.63		0		0		0.4		6.3		0				5.2

				0.64		0		0		0.4		6.7		0				5.4

				0.65		0		0		0.4		6.7		0				5.2

				0.66		0		0		0.4		6.4		0				5.7

				0.67		1		1		0.4		6.8		0				5.9

				0.68		0		0		0.4		7.0		0				5.6

				0.69		0		0		0.4		6.7		0				5.7

				0.7		0		0		0.4		6.8		0				5.3

				0.71		0		0		0.4		6.5		0				5.7

				0.72		0		0		0.4		6.0		0				5.9

				0.73		0		0		0.4		6.0		0				5.6

				0.74		0		0		0.4		5.8		0				5.2

				0.75		0		0		0.4		5.8		0				4.8

				0.76		0		0		0.4		6.0		0				5.3

				0.77		0		0		0.4		5.5		0				5.0

				0.78		1		1		0.4		5.5		0				5.2

				0.79		0		0		0.4		5.2		0				5.3

				0.8		0		0		0.4		5.0		0				5.8

				0.81		0		0		0.4		4.7		0				6.2

				0.82		0		0		0.4		4.8		0				6.0

				0.83		0		0		0.4		5.0		0				6.3

				0.84		0		0		0.4		5.3		0				6.7

				0.85		0		0		0.4		4.9		0				6.4

				0.86		0		0		0.4		4.9		0				6.1

				0.87		0		0		0.4		4.6		0				6.2

				0.88		0		0		0.4		4.6		0				6.6

				0.89		1		1		0.4		4.5		0				6.6

				0.9		0		0		0.4		4.7		0				6.9

				0.91		0		0		0.4		4.5		0				7.1

				0.92		0		0		0.4		4.8		0				6.7

				0.93		0		0		0.4		5.1		0				7.1

				0.94		0		0		0.4		4.9		0				7.0

				0.95		0		0		0.4		5.0		0				6.9

				0.96		0		0		0.4		4.7		0				6.9

				0.97		0		0		0.4		4.5		0				7.2

				0.98		0		0		0.4		4.0		0				7.1

				0.99		0		0		0.4		4.2		0				7.3

				1		1		1		0.4		4.3		0				7.2

				1.01		0		0		0.4		4.6		0				7.2

				1.02		0		0		0.4		4.9		0				7.1

				1.03		0		0		0.4		5.0		0				7.4

				1.04		0		0		0.4		4.8		0				7.1

				1.05		0		0		0.4		4.8		0				7.2

				1.06		0		0		0.4		5.2		0				7.4

				1.07		0		0		0.4		4.9		0				7.3

				1.08		0		0		0.4		5.0		0				7.4

				1.09		0		0		0.4		5.2		0				7.3

				1.1		0		0		0.4		5.1		0				7.3

				1.11		1		1		0.4		4.8		0				7.2

				1.12		0		0		0.4		4.7		0				7.3

				1.13		0		0		0.4		4.5		0				6.8

				1.14		0		0		0.4		4.6		0				6.6

				1.15		0		0		0.4		4.2		0				6.7

				1.16		0		0		0.4		3.7		0				7.1

				1.17		0		0		0.4		3.4		0				7.4

				1.18		0		0		0.4		3.7		0				7.7

				1.19		0		0		0.4		4.0		0				7.3
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				1.32		0		0		0.4		4.7		0				7.0
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		incr		Time		Steady		Disrupted		unsteady		Seen by narrow site		emphasized unsteady				Seen by narrow site

		0.01		0.01		0		0		0.4		3.6		0				3.6

				0.02		0		0		0.4		3.5		0				3.4

				0.03		0		0		0.4		4.0		0				3.5

				0.04		0		0		0.4		4.0		0				3.9

				0.05		0		0		0.4		3.5		0				3.6

				0.06		0		0		0.4		3.2		0				3.3

				0.07		0		0		0.4		3.5		0				3.6

				0.08		0		0		0.4		3.4		0				4.0

				0.09		0		0		0.4		3.0		0				3.9

				0.1		0		0		0.4		3.1		0				3.9

				0.11		0		0		0.4		2.6		0				3.7

				0.12		0		0		0.4		2.6		0				3.5

				0.13		0		0		0.4		2.8		0				3.8

				0.14		0		0		0.4		2.4		0				4.0

				0.15		0		0		0.4		2.5		0				4.4

				0.16		0		0		0.4		2.9		0				4.1

				0.17		0		0		0.4		2.8		0				4.6

				0.18		0		0		0.4		3.3		0				5.1

				0.19		0		0		0.4		3.6		0				4.9

				0.2		0		0		0.4		3.8		0				4.7

				0.21		0		0		0.4		3.8		0				4.9

				0.22		0		0		0.4		4.1		0				5.3

				0.23		1		1		0.4		4.0		0				5.1

				0.24		0		0		0.4		4.4		0				5.1

				0.25		0		0		0.4		4.7		0				4.7

				0.26		0		0		0.4		4.3		0				4.7

				0.27		0		0		0.4		4.0		0				4.5

				0.28		0		0		0.4		4.2		0				5.0

				0.29		0		0		0.4		4.3		0				5.0

				0.3		0		0		0.4		4.3		0				4.8

				0.31		0		0		0.4		4.4		0				4.7

				0.32		0		0		0.4		4.5		0				4.5

				0.33		0		0		0.4		4.5		0				4.0

				0.34		1		1		0.4		5.3		0				4.9

				0.35		0		0		0.4		6.1		0				6.2

				0.36		0		0		0.4		7.2		0				6.8

				0.37		0		0		0.4		8.7		0				8.0

				0.38		0		0		0.4		9.8		0				9.2

				0.39		0		0		0.4		11.0		0				10.4

				0.4		0		0		0.5		15.6		0.3333333333				11.3

				0.41		0		0		0.6		18.2		0.6666666667				12.3

				0.42		0		0		0.65		16.4		0.8333333333				13.5

				0.43		0		0		0.7		16.2		1				14.4

				0.44		0		0		0.7		17.1		1				15.6

				0.45		1		1		0.7		17.9		1				17.0

				0.46		0		0		0.7		19.1		1				18.4

				0.47		0		1		0.65		17.8		0.8333333333				19.4

				0.48		0		0		0.6		18.3		0.6666666667				20.3

				0.49		0		0		0.5		19.4		0.3333333333				19.8
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		0.01		0.01		0		0		0.4		3.6		0				3.6

				0.02		0		0		0.4		3.5		0				3.1
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