Response Time and Throughput

Response time
How long it takes to do a task

Throughput

Total work done per unit time
e.g., tasks/transactions/... per hour

How are response time and throughput affected
by
Replacing the processor with a faster version?
Adding more processors?

We’'ll focus on response time for now...
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Relative Performance

Define Performance = 1/Execution Time
“Xis n time faster than Y”

Performanc e, /Performance,
= Execution time, /Execution time, =n

Example: time taken to run a program
10s on A, 15s on B

Execution Timeg / Execution Time,
=15s/10s = 1.5

So Ais 1.5 times faster than B

Chapter 1 — Computer Abstractions and Technology — 28



Measuring Execution Time

Elapsed time
Total response time, including all aspects
Processing, 1/0O, OS overhead, idle time
Determines system performance

CPU time

Time spent processing a given job
Discounts I/O time, other jobs’ shares

Comprises user CPU time and system CPU
time

Different programs are affected differently by
CPU and system performance
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CPU Clocking

Operation of digital hardware governed by a
constant-rate clock

«—Clock period—»

Clock (cycles) B
Data transfer
and computation < >< >< >
Update state <:> O O

Clock period: duration of a clock cycle
e.g., 250ps = 0.25ns = 250x10-"%s

Clock frequency (rate): cycles per second
e.g., 4.0GHz = 4000MHz = 4.0x10°Hz
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CPU Time

CPU Time = CPU Clock Cycles xClock Cycle Time

~ CPU Clock Cycles
Clock Rate

Performance improved by
Reducing number of clock cycles
Increasing clock rate

Hardware designer must often trade off clock
rate against cycle count
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CPU Time Example

Computer A: 2GHz clock, 10s CPU time

Designing Computer B
Aim for 6s CPU time
Can do faster clock, but causes 1.2 x clock cycles

How fast must Computer B clock be?

Clock Rate, = Clock Cyclesg _ 1.2xClock Cycles ,

CPU Time, 6s
Clock Cycles , = CPU Time , xClock Rate ,

=10s x 2GHz = 20 x10°

1.2x20x10° B 24 x10°
6s 6s

Clock Rate, = =4GHz
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Instruction Count and CPI

Clock Cycles =Instruction Count x Cycles per Instruction

CPU Time =Instruction Count x CPIx Clock Cycle Time

nstruction Count x CPI
Clock Rate

Instruction Count for a program
Determined by program, ISA and compiler

Average cycles per instruction
Determined by CPU hardware

If different instructions have different CPI
Average CPI affected by instruction mix
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CPIl Example

Computer A: Cycle Time = 250ps, CPIl = 2.0
Computer B: Cycle Time = 500ps, CPIl =1.2
Same ISA

Which is faster, and by how much?

CPU TimeA = Instruction Count ><CPIA x Cycle TimeA

=1x2.0x250ps =I1x500ps «——| Ais faster...
CPU TimeB = Instruction Count x CPIB x Cycle TimeB
=1x1.2x500ps =1x600ps
CPU Timeg _ 1x600ps i
CPUTime, 1x500ps

d—
<

...by this much
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CPIl in More Detalil

If different instruction classes take different
numbers of cycles

Clock Cycles = ) (CPI, xInstruction Count, )
i=1

Weighted average CPI

CP| Cloclf Cycles Z( CPI, x Instructllo n Count, j
Instruction Count 45 Instruction Count

Relative frequency
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CPIl Example

Alternative compiled code sequences using
instructions in classes A, B, C

Class A B C

CPI for class 1 2 3

IC in sequence 1 2 1 2

IC in sequence 2 4 1 1

Sequence 1: IC =5 Sequence 2: IC =6

Clock Cycles Clock Cycles
=2x1 + 1x2 + 2%3 =4x1 + 1x2 + 1x3
=10 =9
Avg. CPI =10/5=2.0 Avg. CPI=9/6 =1.5
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Performance Summary

CPU Time — Instructions y Clock cycles>< Seconds

Program Instruction  Clockcycle

Performance depends on
Algorithm: affects IC, possibly CPI
Programming language: affects IC, CPI
Compiler: affects IC, CPI
Instruction set architecture: affects IC, CPI, T,
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Power Trends

10,000 o000 3600 2667 3300 3400 T 120
m B 1 400
T 1000 -
- T80 Z
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In CMOS IC technology

Power = Capacitiveloadx VVoltage® x Frequency

\ \ \

x30 5V — 1V x1000
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Reducing Power

Suppose a new CPU has
85% of capacitive load of old CPU
15% voltage and 15% frequency reduction

Prow _ Cog X085 (Vg x0.85)"xFyy x0.85 _ ) g5s _ 5
Py Coa X Vgg~ XFyq

The power wall
We can’t reduce voltage further
We can’t remove more heat

How else can we improve performance?
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Uniprocessor Performance

100,000

Intal Xeon 4 cores 3.6 GHz (Boost to 4.0)
Intal Cora i7 4 cores 3.4 GHz (boost to 2.8 GHz)

Intal Xeon & cores, 3.3 GHz (boost to 3.6 GHz) 34,067
Intel Xeon 4 cores, 3.3 GHz (boost to 3.6 GHz) 009
Intel Core i7 Extreme 4 cores 3.2 GHz (boost to 3.5 GHz) o, 1,

o %24120

1
i
-
=3

Intal Cora 2 Extrame 2 coras, 2.9 GHz

0 - - o oo e o o e o o AMD Athlon 64, 2.8 GHz -3
AMD Athlon, 26 GHz _ -~
Intel Xeon EE 3.2 GHz

Irtal DESOERY R motherbaard (3.06 GHz, Pantium 4 procassor with Hy per-thraading Technology)
IBM Powerd, 1.3 GHz
Intel WCB20 motherboard, 1.0 GHz Pantium 1l procassor

Profassional Workstation XP1000, 857 MHz 21264A
4000 - ee e e Diital AlohaSever 8400 G575, 575 Mbz 21264,

.....................................................................................

e e e T -

Perdormance (vs. WAX-11/780)

IBM RS6000/540, 30 MHz,

MIPS M2000, 25 MHz
MIPS M/120, 16.7 MHz
T

1.5, VAX-11/785

I I T T T I T T T T T T T T I I
1978 1980 1982 1984 1988 1988 1980 1902 1994 1908 1908 2000 2002 2004 200 2008 2010 2mz 2014

Constrained by power, instruction-level parallelism,
memory latency

Chapter 1 — Computer Abstractions and Technology — 40

MORGAN KAUFMANN

<
A




Multiprocessors

Multicore microprocessors
More than one processor per chip

Requires explicitly parallel programming

Compare with instruction level parallelism
Hardware executes multiple instructions at once
Hidden from the programmer

Hard to do

Programming for performance
Load balancing
Optimizing communication and synchronization
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SPEC CPU Benchmark

Programs used to measure performance
Supposedly typical of actual workload

Standard Performance Evaluation Corp (SPEC)
Develops benchmarks for CPU, 1/O, Web, ...

SPEC CPU2006

Elapsed time to execute a selection of programs
Negligible 1/0O, so focuses on CPU performance

Normalize relative to reference machine

Summarize as geometric mean of performance ratios
CINT2006 (integer) and CFP2006 (floating-point)

”\/H Execution time ratio

i=1
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CINT2006 for Intel Core i7 920

<
A

Instruction Clock cycle time Time Time

Description Name Count x 10° (seconds x 10-9) | (seconds) | (seconds) | SPECratio
Interpreted string processing | perl 2252 0.60 0.376 508 9770 19.2
Block-sorting bzip2 2390 0.70 0.376 629 2650 15.4
comprassion
GMNU C compiler gco 794 1.20 0.376 358 8050 225
Combinatorial optimization mct 221 2.66 0.376 221 9120 41.2
Go game (Al) g0 1274 1.10 0.376 527 10490 19.9
Search gene sequence himmer 2616 0.60 0.376 590 9330 15.8
Chess game (Al) sieng 1948 0.80 0.376 586 12100 20.7
Quantum computer libguantum 659 0.44 0.376 109 20720 190.0
simulation
Video comprassion h2&4ave 3793 0.50 0,378 713 22130 31.0
Discrete event omnetpp 367 2.10 0.376 290 5250 21.5
simulation library
Games/path finding astar 1250 1.00 0.376 470 7020 14.9
XML parsing xalanchmk 1045 0.70 0.376 275 6900 25.1
Geometric mean - - - - - = 25.7

M<

MORGAN KAUFMANN
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SPEC Power Benchmark

Power consumption of server at different
workload levels

Performance: ssj_ops/sec
Power: Watts (Joules/sec)

10 10
Overall ssj_ops per Watt = (Z ssj_opsij / (Z powerij
i=0 i=0
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SPECpower_ssj2008 for Xeon X56350
i

100% 865,618 258

90pk 786,688 242

80% 698,051 224

70% 607,826 204

60% 521,391 185

50% 436,757 170

40% 345,919 157

30% 262,071 146

20% 176,061 135

10% 86,784 121

0% 0 80

Overall Sum 4,787,166 1,922
Yssj_ops/Epower = 2,490
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Pitfall: Amdahl’s Law

Improving an aspect of a computer and
expecting a proportional improvement in
overall performance

T _ Taffected 4+ T

[ d ffected
PR improvement factor YT

Example: multiply accounts for 80s/100s

How much improvement in multiply performance to
get 5x overall?

20 = 80 120 Can’t be done!

n
Corollary: make the common case fast
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Amdahl’s Law

f = fraction that is affected
S = factor improvement in its execution

1

Speedup = 7
A-f)+%

1
1-1)

Maximum Speedup =
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Fallacy: Low Power at Idle

Look back at i7 power benchmark
At 100% load: 258W
At 50% load: 170W (66%)
At 10% load: 121W (47%)

Google data center
Mostly operates at 10% — 50% load
At 100% load less than 1% of the time

Consider designing processors to make
power proportional to load
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Pitfall: MIPS as a Performance Metric

MIPS: Millions of Instructions Per Second

Doesn’t account for
Differences in ISAs between computers
Differences in complexity between instructions

Instruction count

MIPS = —— -
Executiontime x10
B Instruction count _ Clockrate
~ Instruction counthPIXm6 "~ CPIx10°
Clockrate

CPI varies between programs on a given CPU
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Concluding Remarks

Cost/performance is improving
Due to underlying technology development

Hierarchical layers of abstraction
In both hardware and software

Instruction set architecture
The hardware/software interface

Execution time: the best performance
measure

Power is a limiting factor
Use parallelism to improve performance
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