Abstract

Abnormal crowd behavior has become a popular research topic in recent years. This is related to a rise in the need for electronic video surveillance. Many methods have been proposed to detect abnormalities, but these methods rely on optical flow or classical classification techniques. We propose to follow the general pipeline used by previous works, but upgrade several components with state-of-the-art techniques. Specifically, we use dense trajectories in place of optical flow, robust features such as social force, HOG, HOF, and MBH, and a single-class support vector machine. We achieve significant improvements in abnormality detection when compared with prior works.

1. Introduction

Interest in crowd analysis continues to grow within the computer vision community. This focus is motivated by the ubiquity of surveillance cameras in crowded areas and their various applications such as crowd monitoring and modelling. One of the typical applications is to detect deviations from normal crowd behaviors, which are referred to as anomalous or abnormal events. Manually monitoring such a large number of surveillance video streams takes considerable labor, and people are most interested in viewing those videos with potentially anomalous events. Therefore, a reliable automatic anomaly detection technique, which can identify video frames with abnormal crowd behaviors from those with normal crowd behaviors, is in urgent need.

Conventional techniques for understanding individual actions involve object detection, segmentation, tracking, etc. However, crowd analysis has been shown to be more challenging because of the high object density, which introduces the problems of severe inter-object occlusion, small object size and similar object appearance that makes conventional techniques infeasible. Another difficulty comes from the complexity of crowd behaviors which involve goal-driven activities, interactions with the environment as well as other people, and various emergent behaviors.

Even the task of anomaly detection itself is not well defined. This is because crowd behaviors are usually context-sensitive. What is viewed as normal in one scenario may become abnormal in another scenario. For example, running around a racetrack is a normal activity, but running on a plaza is often viewed as abnormal; the people may be fleeing from a threat. In general, normal behavior means doing the proper things in the proper context, and that’s why crowd behaviors are usually studied according to the scenario of interest. However, it is extremely difficult for computers to learn to understand the scenarios. Furthermore, the available datasets for anomaly detection tend to be biased; there are many more videos with normal behaviors than those with abnormal behaviors. Thus, it is more appropriate to model this task as a novelty detection problem instead of a supervised learning problem.

A great diversity of approaches have been proposed for anomaly detection. Based on the method used to model the motion information, the approaches can be categorized into two classes. The first class is comprised of object tracking and trajectory modeling [26, 21, 7, 4, 27, 33], which can be quite difficult for crowded scenes. The second class adopts alternative representations to avoid object tracking such as optical flow or some other forms of gradient field [15, 3, 16, 22, 32]. Besides motion information, some approaches account for appearance changes to detect anomalies [6, 17, 20, 19, 8, 24, 28].

In this paper, we introduce a computer vision based method for detecting abnormal crowd behavior using dense trajectories [29, 30, 31]. In a framework similar to [22], we place a dense grid of particles over the images and track their motions via dense trajectories, which can be effectively computed from optical flow. With dense trajectories, we then compute features including social interaction forces and employ a bag-of-words approach to build histograms for each video clip. A single-class support vector machine [25] is used to model the clips with normal behaviors and predict whether the test clips contain anomalous events or not.
2. Related Work

Abnormal crowd behavior has become a popular research topic in recent years. There are two main categories of approaches for understanding crowd behaviors. The conventional approaches, usually referred to as object-based approaches, require segmenting and tracking each individual in order to model crowd behaviors [26, 21, 7, 4, 27, 33]. However, this approach is infeasible in densely crowded scenes, where severe occlusions affect the performances of object detection and tracking.

The other approach considers the crowd as a global entity instead of a collection of individuals. Itti and Baldi [15] extract low-level feature descriptors and model normal activity with Poisson statistics. Adam et al. [3] maintain histograms of local optical flow at multiple monitors. Kim and Grauman [16] learn normal patterns of activity locally with a mixture of probabilistic Principal Component Analysis (PCA) models and detect abnormal patterns globally with a space-time Markov Random Field (MRF) model. Mehran et al. [22] leverage the generalized Social Force model from studies of pedestrian behavior modeling [14, 13]. They compute interaction force flow in crowds from optical flow, which is then used as input to build a latent Dirichlet allocation (LDA) model [5] for anomaly detection. Some improvements have been made by introducing particle swarm optimization (PSO) [23], interaction energy potentials [9], and social attribute-awareness [34]. Wu et al. [32] define a chaotic invariant to describe abnormal events. Some works use even more complete representations that take into account both motion and appearance. Boiman and Irani [6] employ spatio-temporal patches and try to reconstruct future patches using data from previous frames. Kratz et al. [17] propose a method to model statistics of spatio-temporal gradients with a coupled HMM. Mahadevan et al. [20, 19] model the normal crowd behavior by mixtures of dynamic textures. Cong et al. [8] detect abnormal events via a sparse reconstruction over the normal bases. Saligrama and Chen [24] detect anomalies based on their local spatio-temporal signatures using statistical aggregates. Wang et al. [28] adopt high frequency information to capture the dynamic properties of spatio-temporal cuboids.

2.1. Dense trajectories

Dense trajectories [29, 30, 31] describe the apparent motion of points in a video sequence using closely packed sample points. They provide good coverage of the entire video including both foreground actions and background movements due to camera motion. Dense trajectories are more robust to irregular abrupt motions and capture complex motion patterns more accurately than the KLT tracker.

The algorithm for computing dense trajectories relies on densely sampling points from each frame and then using information from the optical flow fields to track the points and generate associated trajectories. Specifically, points on a grid with a spacing of 5 pixels in 8 spatial scales are sampled. Each of these points is tracked for 15 frames using the optical flow fields computed by the Farnebäck’s algorithm [12]. Each point \( P_t = (x_t, y_t) \) at frame \( t \) is tracked to the next frame \( t+1 \) by median filtering in the dense optical flow field \( \omega = (u_t, v_t) \):

\[
P_{t+1} = (x_{t+1}, y_{t+1}) = (x_t, y_t) + (M * \omega)(\bar{x}_t, \bar{y}_t),
\]

where \( M \) is the median filtering kernel and \((\bar{x}_t, \bar{y}_t)\) is the rounded position of \((x_t, y_t)\).

Points in homogeneous regions are initially rejected and not tracked; points that do not move are also rejected as their trajectories do not provide information about activity in the scene; and finally those that move too much are also rejected as they are likely to be erroneous.

Trajectory-aligned descriptors such as HOG, HOF and MBH can also be computed once the trajectories are acquired. HOG (histograms of oriented gradients) [10] and HOF (histograms of optical flow) [18] capture static appearance and absolute local motion information respectively, while the MBH (motion boundary histogram) [11] descriptor encodes relative motion and is more robust to camera motion.

Dense trajectories have been shown to be more successful in action recognition than KLT trackers, and are a good candidate for video representation. In this paper, we adopt dense trajectories as the low-level descriptor to capture the motion information in crowded scenes.

2.2. Generalized Social Force model

Inspired by previous socio-psychological studies, Helbing et al. [14] propose the Social Force model to describe the motion of pedestrians. Their later work [13] integrates the herding effects caused by social panic into the model, which is referred to as the generalized Social Force model. The generalized Social Force model suggests that normal crowd behavior is the result of self-organized behaviors of a collection of individuals each with their own goals, and that abnormal crowd behavior such as panic is the result of a shift in the goals of the individuals to escape a particular threat.

Specifically, individuals normally have their own desired destination and attempt to make progress directly toward that goal at their personal desired velocity \( v_i^p \). This is characterized by the personal desired force

\[
F_p = \frac{1}{\tau} (v_i^p - v_i),
\]

where \( v_i \) is the actual velocity of pedestrian \( i \) and \( \tau \) is the relaxation parameter.

At the same time, they are also subject to interaction forces with their local environment. These interaction
forces comprise repulsive and attractive forces \( F_{ped} \) as a result of the psychological tendency to maintain a socially acceptable distance between strangers and remain close to people they are related or attracted to, as well as environmental forces \( F_w \) to avoid hitting walls or other obstacles. Therefore, the interaction force is defined as

\[
F_{int} = F_{ped} + F_w. \tag{3}
\]

As a consequence of the two types of forces, each pedestrian \( i \) with mass of \( m_i \) changes his velocity \( v_i \) as

\[
m_i \frac{dv_i}{dt} = F_p + F_{int}. \tag{4}
\]

Panic scenarios in which people attempt to escape from a threatening situation result in the emergence of herding behaviors. Herding behaviors encourage each pedestrian to move with the average velocity of his neighboring pedestrians \( \langle v_i^p \rangle \). To incorporate herding behaviors into the above model, the personal desired velocity \( v_i^q \) is replaced with

\[
v_i^q = (1 - p_i)v_i^p + p_i\langle v_i^p \rangle, \tag{5}
\]

where \( p_i \) is the panic weight parameter.

Mehran et al. [22] introduce the generalized Social Force model to the computer vision community, and show promising results in anomaly detection. They place a grid of particles over the frames as the representation of high density crowds. In this way, they can track the particles with the underlying optical flow field and avoid tracking individual pedestrian. Under several assumptions, the interaction forces can be estimated and used for detecting abnormal behaviors. In this paper, we propose a method based on this idea and integrate dense trajectories to improve the accuracy and robustness of particle tracking.

### 2.3. Single-class SVM

The problem of detecting abnormal behavior is best modeled as novelty detection. Given some normal examples we would like to detect future examples which fall outside the normal model. [22] proposes using latent Dirichlet allocation (LDA) [5] to build a topic model for normal examples and then use a thresholding approach based on the log-likelihood that a new example belongs to that topic. However, this method involves an arbitrary choice of \( L \) topics and an arbitrary threshold. We avoid LDA for these reasons.

Schölkopf et al. [25] propose a method for detecting novelties by extending a support vector machine (SVM) to classify a small region containing most of the training data as positive and everywhere else as negative. Formally, for a training set \( x_1, \ldots, x_\ell \), the single-class SVM solves the following quadratic program:

\[
\min_{w \in F, \xi \in \mathbb{R}^\ell, \rho \in \mathbb{R}} \frac{1}{2} \|w\|^2 + \frac{1}{\nu \ell} \sum_i \xi_i - \rho \tag{6}
\]

s.t. \( w \cdot \Phi(x_i) \geq \rho - \xi_i, \xi_i \geq 0 \).

The classification for a new example \( x \) is then

\[
f(x) = \text{sign} \left( \sum_i \alpha_i k(x_i, x) - \rho \right), \tag{7}
\]

where \( k(x, y) \) is a kernel function and the coefficients \( \alpha_i \) are found by solving the dual:

\[
\min_{\alpha} \frac{1}{2} \sum_{i, j} \alpha_i \alpha_j k(x_i, x_j) \tag{8}
\]

s.t. \( 0 \leq \alpha_i \leq \frac{1}{\nu \ell} \sum \alpha_i = 1 \).

### 3. Our Method

In our method, shown in Figure 1, we first decompose the input videos into clips of 16 frames with 1 frame overlap, and resize them to the fixed width of 320 pixels. A proportion of the clips containing normal crowd behaviors are selected as the training set, and all clips are viewed as the testing set.

We then extract dense trajectories using the code provided by [29, 30]. We make several modifications to their code in order to adapt dense trajectories to the anomaly detection task. First, we output sequences of point coordinates rather than the normalized trajectory descriptors to retain the location and magnitude information. Second, we lower the threshold for rejecting stationary trajectories from \( \sqrt{3} \) to 0.5 to avoid losing subtle motion information. Third, we only use the trajectories at the original spatial scale so all trajectories are comparable in terms of magnitude. Along with dense trajectories, we also calculate trajectory-aligned

![Figure 1. Diagram of the pipeline for our method. Raw videos are decomposed into small clips. Features are extracted from the clips using the dense trajectory method. A codebook is created and a histogram is built for each clip by matching each clip feature to its nearest neighbor in the codebook. Finally, the histogram for each clip is used for classification.](image-url)
descriptors including HOG, HOF and MBH for further investigation.

We make several assumptions to estimate interaction forces from dense trajectories. We view the interaction force $F_{int}$ as a single quantity regardless of its $F_{ped}$ and $F_{w}$ components. We assume that mass $m_i = 1$ without loss of generality, as the pedestrians we are interested in are of consistently similar sizes for a given scene. For the panic weight parameter $p_i$, we set it to be 1 in hope that the estimated interaction forces capture herding behaviors in abnormal scenes. Without other prior information, we arbitrarily set the relaxation parameter $\tau$ to be 1, which empirically yields good results. Under the above assumptions, the estimation of interaction forces is straightforward. The actual velocity $v_i$ and acceleration $\frac{dv_i}{dt}$ at time $t$ are calculated with particle locations in neighboring frames as

$$v_i = \frac{1}{2}(P_{t+1} - P_{t-1}), \quad (9)$$

$$\frac{dv_i}{dt} = P_{t+1} - 2P_t + P_{t-1}. \quad (10)$$

Then the interaction force $F_{int}$ for this particle at time $t$ is calculated as

$$F_{int} = (\langle v_i^c \rangle - v_i) - \frac{dv_i}{dt}, \quad (11)$$

where $\langle v_i^c \rangle$ is the average velocity of the particle’s $K$ nearest neighbors. In our experiments, we choose $K = 5$. Figure 2 shows the visualization of the magnitude of the computed interaction forces overlaid over two video frames.

As each video clip contains 16 frames, we can compute a sequence of 14 interaction forces for each trajectory in the clip. Note that the video clips normally consist of different numbers of trajectories. Therefore, we adopt a bag-of-words approach. We run K-means clustering on all of the interaction force sequences in the training clips to build a codebook of vocabulary size $C = 1024$. Here we only use the magnitude of interaction forces but discard the orientation information, which gives us better results in practice.

All interaction force sequences are mapped to codeword indices using vector quantization (VQ) coding according to the codebook. Other coding methods such as locality-constraint linear coding (LLC) were tested but failed to improve the performance. A histogram is built for each video clip and normalized by its $L1$-norm as the feature vector representation. Finally, feature vectors of the training clips are fed into a single-class SVM to model normal crowd behaviors, and this model is tested on the testing clips.

The main differences between our method and the method in [22], which contribute to the improvement of the detection accuracy, lie in three aspects. First, we make more plausible assumptions for the Social Force model, and compute interaction forces from dense trajectories rather than optical flow fields, which enables more accurate estimation of social forces. Second, we extract codewords from interaction force sequences instead of spatio-temporal blocks in force flows, which significantly reduces the computation without loss of detection performance. Third, we use the single-class SVM rather than the LDA model for novelty detection, which is both computationally efficient and accurate.

4. Experiments and Discussion

In this section we evaluate the performance of our method using different features and SVM kernels, and compare with the state-of-the-art method in [22] on two common datasets [1, 2]. Samples of these datasets can be seen in Figure 3.

4.1. Evaluation of features

To gauge how useful each of the possible features (dense trajectories, social force, HOF, HOG, and MBH) are for detecting abnormal crowd behaviors, we first evaluate the performance of each of the features individually. Each feature was tested over 5 trials using the UMN dataset. For each trial the training set was created by randomly selecting 50% of the normal clips. In these tests our SVM is trained using a linear kernel. The receiver operating characteristic (ROC) curves for each feature over all 5 trials are shown in Figure 4. The curves show the true abnormal behavior detection rate versus the false abnormal behavior detection rate. Table

<table>
<thead>
<tr>
<th>Feature</th>
<th>Average Area and Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense Trajectories</td>
<td>0.9088 ± 0.0199</td>
</tr>
<tr>
<td>Social Force</td>
<td>0.9743 ± 0.0014</td>
</tr>
<tr>
<td>HOF</td>
<td>0.6899 ± 0.0260</td>
</tr>
<tr>
<td>HOG</td>
<td>0.6475 ± 0.0234</td>
</tr>
<tr>
<td>MBH</td>
<td>0.4922 ± 0.0562</td>
</tr>
</tbody>
</table>

Table 1. Average area under the ROC curve and standard deviations for classification using each feature.
Figure 3. Example videos from the UMN and UCF datasets.

1 shows the means and standard deviations of areas under the ROC curves. These are calculated by averaging the area under the ROC curve for each individual trial.

The results from our trials show the social force feature is the most effective feature for detecting anomalous events with an average area under the ROC curve of 0.97428. Interestingly, dense trajectories alone are quite accurate; for a false detection rate of less than about 2.5% the dense trajectories slightly outperform social force. However, after this the social force feature dominates the other features in ROC space. The results for HOF, HOG and MBH features are underwhelming with areas of 0.68989, 0.64747, and 0.49221, respectively.

Figure 4. Aggregate ROC curves for classification using each feature.

4.2. Evaluation of kernels

In this section we investigate if it is possible to achieve performance gains by using a different kernel to train our single-class SVM. Potential kernel candidates are a polynomial kernel and a radial basis kernel. For the polynomial kernel we tested the function \( k(x, y) = (\gamma (x^T y) + C)^d \) with parameters \( C = 0, d = 3, \gamma = \frac{1}{N} \), where \( N \) is the number of training features. For the radial basis kernel we tested the function \( k(x, y) = e^{-\gamma \|x-y\|^2} \) with \( \gamma = \frac{1}{N} \), where \( N \) is the number of training features. To test these kernels we used the same data from the 5 random trials in the evaluation of features, but changed the kernel for the SVM. The average area under the ROC curves is shown in Figure 5.

Figure 5. Average area under the ROC curves each feature using a linear, polynomial, and radial basis kernel.
Our results indicate that for dense trajectories and social force the top performing kernel is the linear kernel. However, for HOF, HOG, and MBH features the radial basis kernel drastically improves the performance of the SVM, even exceeding the linear kernel. This is probably explained by more complex decision boundaries for the HOG, HOF, and MBH features compared to dense trajectories and social force. Despite this large performance gain, neither HOF, HOG, or MBH using the radial basis kernel performs better than dense trajectories or social force using a linear kernel.

4.3. UMN dataset

The University of Minnesota (UMN) unusual crowd activity dataset [1] contains 11 videos of 3 different indoor and outdoor scenes. Each video consists of an initial part of normal behaviors and ends with abnormal behaviors of escaping.

In order to compare our performance with [22], we follow the same evaluation procedure as theirs. 5 different videos of the outdoor scene are selected, and only clips with normal behaviors are used for building the codebook and training the SVM. Based on our findings, we use the social force feature alone combined with a linear kernel.

The ROC curves in Figure 6 illustrate that our method outperforms the state-of-the-art method in [22] in detecting abnormal behaviors in the UMN dataset. The ROC curves for detection of abnormal behaviors in the UMN dataset. Our method (blue) outperforms the state-of-the-art method (red).

<table>
<thead>
<tr>
<th>Method</th>
<th>Area under ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Method</td>
<td>0.98</td>
</tr>
<tr>
<td>Social Force [22]</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 2. Comparison of the use of our method versus the state-of-the-art method for detection of the abnormal behaviors in the UMN dataset.

Figure 6. ROC curves for detection of abnormal behaviors in the UMN dataset. Our method (blue) outperforms the state-of-the-art method (red).

Figure 7. Qualitative results of the abnormal behavior detection for four sample videos of the UMN dataset. Each row shows the results for a video in the dataset. The ground truth bar and the detection result bar indicate the actual and predicted labels of each frame. Green color represents the normal frames, while red represents the abnormal ones. In each row, the left image shows the first frame of the video, and the right image shows a detected abnormal frame. The black triangle on the horizontal bars identify the timing of the shown abnormal frames.
anomalous events, and Table 2 provides the quantitative results of the comparison. If a false detection rate of less than 2.5% is allowed, the true detection rate is 86.84%, and the overall detection accuracy is 95.29%.

Figure 7 shows some of the qualitative results for detection of abnormal scenes. Each row in the figure illustrates our detection results for a video in the dataset. Only the first of the four sampled videos is in the training set, while the others are not. The results show that our method achieves a very high accuracy on the training videos, and does a decent job on the other videos as well.

**4.4. UCF web dataset**

The University of Central Florida (UCF) web dataset [2] contains more challenging videos of real-world crowds that have been collected from various online sources. It contains 20 videos which are divided into 12 normal crowd scenes such as pedestrian walking and marathon running, and 8 abnormal scenes of escape panics, protesters clashing and crowd fighting.

In order to compare our performance with [22], we follow the same evaluation procedure as theirs. We randomly exclude 2 videos from the normal set and train on the rest. In the testing phase we add the excluded videos to the test set. We run this experiment 10 times and plot the ROC curve by averaging the results of these experiments. Based on our findings, we use the social force feature alone combined with a linear kernel.

The ROC curves in Figure 8 illustrate that our method outperforms the state-of-the-art method in [22] in detecting anomalous events, and Table 3 provides the quantitative results of the comparison. If a false detection rate of less than 2.5% is allowed, the true detection rate is 66.15%, and the overall detection accuracy is 88.22%.

Figure 9 shows some of the qualitative results for detection of abnormal scenes. Although our method is able to classify many of the scenes correctly, it has some obvious weaknesses. For example, it cannot really distinguish racing from escaping. The scenes in the UCF web dataset are very diverse, and people in the scenes come with different sizes and perspectives, which makes the anomaly detection task much more difficult.

<table>
<thead>
<tr>
<th>Method</th>
<th>Area under ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our Method</td>
<td>0.96</td>
</tr>
<tr>
<td>Social Force [22]</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 3. The comparison of the use of our method and the state-of-the-art method for detection of the abnormal behaviors in the UCF web dataset.

Figure 8. ROC curves for detection of abnormal behaviors in the UCF web dataset. Our method (Blue) outperforms the state-of-the-art method (Red).

Figure 9. Qualitative results of the abnormal behavior detection for videos of the UCF web dataset. Two sampled frames that fall in each cell are showed here.
5. Conclusion

As the need for electronic video surveillance continues to rise in the future it will be of increasing necessity to be able to prescreen video feeds for possible abnormal behaviors. Advance warning of such behaviors can reduce the time needed to engage emergency services and could ultimately save lives. In this work we present a method for anomaly detection using dense trajectories to compute social interactive forces and then detect abnormalities in interactive forces using a single-class SVM. Our approach outperforms prior works on both the UMN and UCF datasets when using social force as the training features.

Our analysis was conducted entirely post-hoc. We would like to explore the possibility of using online detections in streaming video. This advancement is critical to making abnormal behavior detection common-place. Online detection should be possible if a codebook is computed in advance as codebook computation (using K-means) is the most time consuming element of the system. We have also not explored localization of abnormal events within a clip. In future work we could explore localization as well as many other factors including optimizing the codebook size, combining different features for classification, and voting using individual features. Additionally, other classification techniques could be explored such as artificial neural networks (ANN).
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