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ABSTRACT

Program coverage is an important software quality metric. Coverage is most commonly gathered in the testing lab during development. However, developers also sometimes use inexpensive forms of program coverage in production software. In the post-deployment scenario, users often place very strict requirements on tracing overheads and legal instrumentation strategies. This work deals specifically with optimizing program coverage instrumentation strategies given instrumentation requirements and limitations.

The problem of optimal customized coverage instrumentation is known to be NP-hard, so a polynomial-time solver is unlikely to exist. This particular report presents a fully-optimal approach to solving the problem of customized program coverage instrumentation optimization. We encode our solution as a mixed-integer linear optimization problem. We build up a mathematical model of the constraints required to satisfy required coverage instrumentation criteria, and present a complete model for solving the customized coverage instrumentation problem.

1. INTRODUCTION

This report gives the full mathematical formulation for optimal program coverage instrumentation. The report is not meant to be read in isolation. Rather, it should be read alongside the full conference paper [4], as this report glosses over many details that are fully expounded in the original paper.

Program coverage is a common metric to measure the quality of software or its test suite. However, more recently, researchers have developed technologies to gather and use coverage data in other contexts, including after initial software deployment [3][5][6]. Program coverage data for a particular program execution refers to traced information on what portion of a program’s structure or features were exercised. For this paper, we optimize instrumentation for the binarized variants of structural coverage metrics; that is, we optimize instrumentation where each coverage probe measures the binary property of whether a program location is “covered” or “uncovered.” We specifically focus on statement and edge coverage.

For a failing production run, a developer would ideally have full coverage information at the finest possible granularity. However, for many applications, full coverage tracing may impose high time or memory overhead costs. Further, developers often do not require coverage data for all program points. For example, they may focus tracing on code features (e.g., call sites [2][3]) likely to be useful for debugging or program analysis. Further, deployed software is usually already partially tested, so developers might desire coverage only for newly-added code, or code not adequately tested before release [5][6]. Conversely, security-sensitive code, tightly-optimized code, or code with strict real-time requirements may be off-limits for monitoring. Deployed software, therefore, demands customized instrumentation: coverage data for a subset of program locations satisfying limitations on legal instrumentation points.

In this paper, we begin by formally defining the customized coverage probing problem. Note that the problem is NP-hard, as proven in the accompanying full conference paper [4]. We then present an optimal solution to the problem. We walk through each of the necessary constraints for satisfying customized coverage requirements, and construct a mixed-integer linear program (MILP) whose solution identifies the optimal coverage set.

This paper is organized as follows. Section 2 formally defines the Customized Coverage Probing Problem. Section 3 walks through the full mathematical description of our solution as a mixed-integer linear optimization problem. We conclude in section 4.

2. CUSTOMIZED COVERAGE

Our goal is to determine an optimal instrumentation plan to gather customized, binarized program coverage information. More concretely, we are given a single procedure’s control-flow graph (CFG), G; some subset of the vertices in G for which the developer desires information, D; and another subset of the vertices in G defining legal observation points, I. The problem is to determine the cheapest set of probes to insert into locations from I such that, for any given path p through G, the set of probes encountered along p is sufficient to determine which vertices from D were traversed along p.

The input to the problem is as follows:

- G = (V, E), a directed graph with vertices V and edges E
- e ∈ V, a unique source (or entry) vertex with in-degree 0
- I ⊆ V, a subset of vertices that may be probed (instrumented)
- c_i, the cost of probing vertex i ∈ I, where ∀i ∈ I, c_i > 0
- D ⊆ V, a set of “desired” vertices that must be “covered”
- X ⊆ V, a set of possible termination points

2.1 Problem Definition

Definition 1 For i, j ∈ V, i → j denotes the set of all paths from i to j in G. If i = j, then the trivial path (crossing no edges) is included in this set.

Definition 2 V(p) denotes the set of all vertices encountered along path p, including the start and end vertices of p.

Definition 3 A set of vertices S ⊆ I is called a coverage set of D if ∀x ∈ X and ∀p_1, p_2 ∈ e → x, V(p_1) ∩ S = V(p_2) ∩ S ⇒ V(p_1) ∩ D = V(p_2) ∩ D. That is, two partial executions that encounter the same S vertices must encounter the same D vertices as well. Contrapositively, paths that encounter different D vertices must be distinguishable by encountering different S vertices as well.
Problem Statement:

The Customized Coverage Probing Problem is to find a coverage set $S$ of $D$ such that $\sum_{x \in S} c_x$ is minimal.

3. MATHEMATICAL FORMULATION

Obtaining an optimal solution to the Customized Coverage Probing Problem is an NP-hard global optimization problem, as shown in the accompanying conference paper [4]. We formulate our optimal solution as a 0–1 mixed-integer linear optimization problem. First, we describe the sufficiency condition for a coverage set in section 3.1. In section 3.2, we provide a detailed description of how we construct the full formulation based on this condition.

3.1 Checking Sufficiency of Coverage Sets

Naively, from definition 3, we must examine all paths $e \rightarrow x$ (for all $x \in X$) to check if a candidate set $S \subseteq I$ is a coverage set of $D$. Unfortunately, for any CFG containing a cycle, there may be infinitely-many such paths. In this section, we present a simplified sufficiency condition that can be reduced to a checkable condition. That is, for any $(\alpha, \beta, d)$ triple, we can form the appropriate paths as

$$Y_1 = e \xrightarrow{\emptyset(d)} \alpha \quad \text{and} \quad P_{\alpha d} = \alpha \xrightarrow{\emptyset(S \setminus Y)} d$$

$$Y_2 = \bigcup_{x \in X \setminus \{d\}} \beta \xrightarrow{\emptyset(d)} x \quad \text{and} \quad P_{\alpha \beta} = \beta \xrightarrow{\emptyset(S \setminus Y \cup \{d\})} \beta$$

$$Y = \bigcup_{\pi \in Y_1 \cup Y_2} V(\pi) \quad \text{and} \quad P_{d \beta} = d \xrightarrow{\emptyset(S \setminus Y)} \beta$$

Then, set $S$ is a coverage set of $D$ if and only if:

$$Y_1 = \emptyset \lor Y_2 = \emptyset \lor P_{\alpha d} = \emptyset \lor P_{\alpha \beta} = \emptyset \lor P_{d \beta} = \emptyset$$

for all $(\alpha, \beta, d)$ triples defined above. Note that these five disjuncts correspond precisely to the five necessary parts of the ambiguous triangle pictured in fig. 1 and those necessary to form paths $p_1$ and $p_2$ from definition 3. Specifically, by selecting appropriate $y_1 \in Y_1$, $y_2 \in Y_2$, $p_{\alpha \beta} \in P_{\alpha \beta}$, $p_{\alpha d} \in P_{\alpha d}$, $p_{d \beta} \in P_{d \beta}$ we can form the appropriate paths as

$$p_1 = y_1 \circ p_{\alpha \beta} \circ y_2$$
$$p_2 = y_1 \circ p_{\alpha d} \circ p_{d \beta} \circ y_2$$

Thus, if all five of the subpaths from the above disjunction exist for any $(\alpha, \beta, d)$ triple, then $S$ is not a coverage set of $D$.

3.2 Full Formulation

In this section, we describe each piece in the construction of the full mathematical formulation of the optimization problem. The MILP itself is shown in fig. 2. We focus on some of the key “widgets” making up the different constraints in our formulation.

To begin, for notational convenience, we can define all possible ambiguous triangles for all possible sets $S \subseteq I$ as the set of triples of vertices

$$T = \{(\alpha, \beta, d) \in (I \cup \{e\}) \times (I \cup X) \times D\}$$

Then, for each $(\alpha, \beta, d) \in T$, we define an additional set of vertices corresponding to set $Y$ from section 3.1. These are vertices occurring on paths from $\alpha$ to $\beta$ or from $\beta$ to a terminal vertex that do not cross vertex $d$:

$$Y_{\alpha \beta d} = \bigcup_{x \in X, \pi \in e \xrightarrow{\emptyset(d)} \alpha \cup \beta \xrightarrow{\emptyset(d)} x} V(\pi)$$

The sets $Y_{\alpha \beta d}$ can be constructed by simply checking basic graph connectivity, and we define the numerical parameter

$$a_{\alpha \beta d i} = \begin{cases} 1 & \text{if } i \in Y_{\alpha \beta d} \\ 0 & \text{otherwise} \end{cases}$$

which is provided as input to our model.
The goal is to find $S$, a minimal-cost coverage set of $D$. We first introduce the binary selection variables

$$z_i = 1 \text{ if } i \in S$$

to represent the selected coverage set. Next, we use five sets of binary variables, one for each path set in the characterization of a coverage set from section 3.1. That, when set to 1, will force its set of paths to be empty:

- $s_{ad} = 1$ will imply that $e \xrightarrow{\mathcal{d}} \alpha = 0$
- $t_{bd} = 1$ will imply that $e \xrightarrow{\mathcal{d}} x = 0 \forall x \in X \setminus \{d\}$
- $u_{a\beta d} = 1$ will imply that $\alpha \xrightarrow{\mathcal{S}\setminus Y_{a\beta d}} d = 0$
- $v_{\alpha\beta d} = 1$ will imply that $\alpha \xrightarrow{\mathcal{S}\setminus Y_{a\beta d} \cup \{d\}} \beta = 0$
- $w_{a\beta d} = 1$ will imply that $\alpha \xrightarrow{\mathcal{S}\setminus Y_{a\beta d}} \beta = 0$

Recall from section 3.1 that $S$ is a coverage set of $D$ if and only if at least one of these 5 sets of paths is empty for all $(\alpha, \beta, d) \in T$. To force this condition, we thus introduce the constraint:

$$s_{ad} + t_{bd} + u_{a\beta d} + v_{\alpha\beta d} + w_{a\beta d} \geq (1 - z_d) \forall (\alpha, \beta, d) \in T$$

The key widget in our formulation is the ability to model, for $G = (V, E)$, whether or not there exists a path between vertices $k$ and $\ell$ (i.e., $k \rightarrow \ell \neq \emptyset$). From basic network flow theory, $k \rightarrow \ell \neq \emptyset$ if and only if the inequality system

$$\sum_{j: (i, j) \in E} x_{ij} - \sum_{j: (j, i) \in E} x_{ij} = \begin{cases} 1 & i = k \\ 0 & i \neq k, \ell \\ -1 & i = \ell \end{cases} \quad (1)$$

$$x_{ij} \geq 0 \quad \forall (i, j) \in E \quad (2)$$

has a solution. Farkas’ Lemma, or basic linear programming duality theory [1], states that this system does not have a solution if and only if there exist dual multipliers $\xi \in \mathbb{R}^{|V|}$ such that

$$\xi_i - \xi_j \geq 0 \quad \forall (i, j) \in E \quad (3)$$

$$\xi_k - \xi_{\ell} \leq -1 \quad (4)$$

Note that, in this case, we can safely bound the dual multipliers in the range $[-1, 1]$. We use this widget as the basis of building our model. Note that we will require multipliers for many choices of starting nodes $k$ and ending nodes $\ell$. Specifically, for a fixed $(\alpha, \beta, d)$ triple, we must enforce the non-existence of one of five different sets of variables (from section 3.1), so we again define five sets of variables. These variables are associated with the existence of a particular vertex $i \in V$ along each of the five paths; thus, for each class of variables, we require one variable for each $i \in V$. For each $(\alpha, \beta, d) \in T$, the following are the vertex (dual) multipliers for the linear system (3–4).

- $\theta_{i\beta d}^\alpha$: dual multipliers associated with $e \xrightarrow{\mathcal{d}} \alpha = 0$
- $\theta_{i\beta d}^\beta$: dual multipliers associated with $\beta \xrightarrow{\mathcal{d}} x = 0 \forall x \in X \setminus \{d\}$
- $\pi_{i\beta d}^\alpha$: dual multipliers associated with $\alpha \xrightarrow{\mathcal{S}\setminus Y_{a\beta d}} d = 0$
- $\pi_{i\beta d}^\beta$: dual multipliers associated with $\alpha \xrightarrow{\mathcal{S}\setminus Y_{a\beta d} \cup \{d\}} \beta = 0$
- $\lambda_{i\beta d}^\alpha$: dual multipliers associated with $\beta \xrightarrow{\mathcal{S}\setminus Y_{a\beta d}} \beta = 0$

Returning to the higher-level goal, recall that each of the $s$, $t$, $u$, $v$, and $w$ variables serves as a forcing variable, ensuring that a particular subpath from the ambiguous triangle is 0. To take the simplest example, recall that if $s_{ad} = 1$, we wish to enforce that $e \xrightarrow{\mathcal{d}} \alpha = 0$. Thus, we must remove vertex $d$ from the flow network given by (3). In the dual formulation, the equivalent operation is to remove the inequality (3) for all $(i, d) \in E$ and for all $(d, j) \in E$. Loosely, we model this constraint by removing all incoming and outgoing edges for $d$ from $G$ for these paths. Finally, our model should exclude $e \rightarrow \alpha$ paths only when $s_{ad} = 1$ (recall: $s_{ad}$ directly implies the condition $e \xrightarrow{\mathcal{d}} \alpha = 0$). Thus, we need only enforce the forcing dual flow constraint (4) when $s_{ad} = 1$. Algebraically, replacing the upper bound in (4) with 0 yields a special sink vertex $\theta$ only if $\exists$ a path from $s$ to $\theta$. From basic network flow theory, the simplest example, recall that if $s \rightarrow \ell \neq \emptyset$, the following directly implies the condition $\theta \rightarrow \ell \neq \emptyset$:

$$\sum_{j: (i, j) \in E} x_{ij} - \sum_{j: (j, i) \in E} x_{ij} = \begin{cases} 1 & i = k \\ 0 & i \neq k, \ell \\ -1 & i = \ell \end{cases} \quad (1)$$

$$x_{ij} \geq 0 \quad \forall (i, j) \in E \quad (2)$$

Thus, for example, in the flow system for the variables $\pi$, constraint (3) is modified to be of the form

$$\pi_{i\beta d}^\alpha - \pi_{j\beta d}^\alpha \geq -(\beta - a_{a\beta d} z_i) - (\beta - a_{a\beta d} z_j) \quad \forall (i, j) \in E$$

If $s_{ad} = 1$, we wish to enforce that there is no path from $\beta$ to any termination point that avoids passing through $d$. That is, $e \xrightarrow{\mathcal{d}} x = 0 \forall x \in X \setminus \{d\}$. To model this requirement, we introduce a special sink vertex $\chi$ with new edges $(x, \chi)$ for each $x \in X \setminus \{d\}$. Note that we cannot make this transformation once over the original CFG, $G$, since the incoming edges for $y$ depend on our choice of $d$. After the transformation, there will be at least one path in $\beta \rightarrow x$ for some $x \in E$ if and only if the expanded network has a path from $\beta \rightarrow \chi$. That is, $\bigcup_{x \in X \setminus \{d\}} (\beta \rightarrow x) \neq \emptyset$ if and only if $\beta \rightarrow \chi \neq \emptyset$. Thus, in the flow system for the variables $\eta$, constraints (4–5) are modified to be of the form

$$\eta_{i\beta d}^\alpha - \eta_{j\beta d}^\alpha \geq 0 \quad \forall (i, j) \in E \quad (6)$$

$$\eta_{i\beta d}^\beta - \eta_{x\beta d}^\beta \leq 1 - 2s_{ad} \quad \forall (i, j) \in E \quad (7)$$

$$\eta_{i\beta d}^\alpha - \eta_{x\beta d}^\alpha \geq 0 \quad \forall (i, j) \in E \quad (8)$$

The vertex $\chi$ is only relevant for these $\eta$ constraints, and, thus, is not in $V$ (for purposes of any other constraints).

In the end, our objective is to minimize cost

$$\sum_{i \in V} c_i z_i$$

subject to the top-level constraint

$$s_{ad} + t_{bd} + u_{a\beta d} + v_{\alpha\beta d} + w_{a\beta d} \geq (1 - z_d) \forall (i, j) \in E \quad (9)$$
which, as stated earlier, asserts that one of the 5 subpaths forming an ambiguous triangle is \( \emptyset \). From section 3.1, this further implies that \( S = \{ i \in V \text{ such that } z_i = 1 \} \) is a coverage set of \( D \).

With all of the above in place, we put all constraints together, resulting in the full MILP shown in fig. 2. Note that the input is precisely that from section 2 along with the precomputed set \( T \), and the precomputed \( Y \) set represented by numerical parameter \( a \). All constraints are defined over all triples in \( T \). From the optimal model satisfying the constraints from fig. 2 (i.e., the model that minimizes the cost function), we can then extract the optimal coverage set as \( S = \{ v \in I \text{ such that } z_v = 1 \} \).

4. CONCLUSION AND FUTURE WORK

Binarized program coverage information is used in a wide variety of scenarios, from the testing lab to post-deployment monitoring. Different situations yield very different requirements for coverage, as well as different run-time overhead restrictions. We present a system that allows users to specify customized coverage criteria: desired coverage locations, as well as the set of locations that are valid for instrumentation. In this paper, we detail the constraints necessary for an instrumentation plan to satisfy these conditions. Then, we present a mixed-integer linear optimization problem whose solution yields the optimal instrumentation plan based on user-provided conditions.

While this approach is guaranteed to provide a provably-optimal result relative to a provided cost model, solving time is quite slow in practice. More details can be found in our associated full conference paper [4], where we evaluate two approaches that approximate this optimal result [4]. However, we are also examining ways to more efficiently compute an optimal result. We are investigating refinements to both the above model and the sufficiency conditions from section 3.1. In the future, research could also focus on using inexpensive analyses (including control-flow dominance and loop properties) which might speed up the expensive search for optimal coverage sets performed by MILP solvers.
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