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Abstract

A genetic algorithm used for feature selection is implemented to determine its ability to improve data mining of data sets with a large number of input features. The algorithm is applied to a data set of 125 features of biological relevance.  For certain classifiers there is no statistical difference in performance of using selected features versus that of using all of the features.  Two exceptions to this observation are Naïve Bayes and SVMlight.

