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1 Research Overview

The size of distributed systems is rapidly expanding
to meet the computational demands of the world. The
largest current distributed systems for corporate intra-
nets, high-performance computing (HPC) systems, and
cloud computers contain tens of thousands of hosts. HPC
systems on the horizon are expected to have counts in the
millions. Developers of tools and middleware for distrib-
uted systems face the daunting task of enhancing or rede-
signing their software to operate at ever-increasing scale.
Unfortunately, the group operation requirements of tools
and middleware are often ignored when distributed sys-
tems are initially designed and deployed. As a result,
each tool is forced to support the required group opera-
tions, leading to replication of effort and limiting the
generality of these techniques and adoption by others.

As discussed in Section 2, many classes of tools and
middleware share a requirement for scalable group oper-
ations on distributed files. My Ph.D. thesis, entitled
“Scalable Distributed Process Group Control and Inspec-
tion via the File System”, addresses the need for a com-
mon, scalable infrastructure for operating on large
groups of distributed files using a new idiom, group file
operations, that provides a simple, intuitive interface. I
aim to provide solutions for the largest of current distrib-
uted systems, and techniques that will continue to scale
for use with future systems.

The cornerstone of the group file operation idiom is
anew gopen operation that provides a group file handle
for use with existing file system operations (e.g., read
and write). The key benefit of the group file abstrac-
tion is eliminating explicit iteration, which leads to serial
behavior when applying the same operation to a group of
files. A file-based idiom also promotes conciseness and
portability for group operations. File operations are well-
understood and intuitive, and support in programming
languages and operating systems is ubiquitous. Also, file
operations are data format agnostic and work on files
containing binary data, text, or both. Despite the benefits,
introducing group semantics for existing file operations
presents several unique challenges. In particular, I ad-
dress the interface and scalability issues associated with
group status and data operands. My approach is to define
intuitive group semantics for existing file operation in-
terfaces and make extensions only when necessary.

Still, the group file operation idiom alone does not
provide scalability when operating on large groups of
distributed files. The mechanisms underlying group file
operations also must be scalable. To this end, I have de-
signed TBON-FS, a new distributed file system that pro-
vides scalable group file operations by leveraging tree-
based overlay networks (TBONS) for scalable multicast
distribution of group file operation requests and aggrega-
tion of group status and data results. Aggregation is a
powerful and flexible technique for scalable analysis of
the vast amount of data produced by tools and middle-
ware at large scales. Figure 1 shows the proposed archi-
tecture of TBON-FS.

Throughout my research, I employ a practical evalu-
ation methodology that involves prototyping and real-
world integration of my ideas, as well as quantitative
measurement of scalability and performance on large
scale distributed systems. I also use qualitative observa-
tions gleaned from integrating my ideas into new and ex-
isting tools as inspiration for improving the usability and
applicability of the group file operation idiom.

2 Research Significance

The overarching goal of my research is to advance
the state of the art in the development of tools and mid-
dleware for large-scale distributed systems. Scalable
tools and middleware are crucial for efficient use of HPC
resources, as they provide the means for running user ap-
plications and problem diagnosis. Only by addressing the
scarcity of tools and middleware that can effectively
function on the largest of current and upcoming systems
can we hope to maximize the efficient use of HPC sys-
tems. By providing an intuitive, general idiom and infra-
structure for scalable group operations on distributed
files, I hope to encourage the rapid development of new
scalable tools, as well as allow existing tools and middle-
ware to easily adopt a scalable solution, thereby ending
unnecessary duplication of effort.

Several classes of tools and middleware share a re-
quirement for operating on groups of distributed files.
Distributed system management tools update or view
software or configuration files across large groups, and
middleware such as distributed monitoring uses process
and host information found in files on each monitored
system. Distributed computing middleware may need to
distribute applications or data as files to groups of hosts,
and collect groups of result files for analysis. On systems



Group File Operations for Scalable Tools and Middleware

TBON-FS
Client

Tool
Application

read()

TBON-FS /dev/tbonfs

TBON
Aggregation

TBON'FS Process

Server

Figure 1 TBON-FS Architecture
An application read is a system call to the Virtual File System (VFS) layer, which maps the request to the TBON-FS file system.
Requests are passed to a TBON-FS client process through a character device (/dev/tbonfs). The client forwards requests to
servers via the TBON. The servers provide a simple file operation proxy service by transforming requests into local file system
operations. Operation results are aggregated via the TBON and then returned to the application.

using a file abstraction for processes (e.g., the /proc file
system on Plan 9, various UNIX systems, and Linux),
process control and inspection involves operating on
files. Application run-time environments [1][4][10] con-
trol distributed process groups, resource and perform-
ance monitoring tools [12][13][14][18][25] perform
group process and host inspection, and distributed de-
buggers [9][26][28] and computational steering systems
[15] require both group control and inspection.

3 Related Work

Group file operations on distributed files combine
properties of both distributed and parallel file systems.
Similar to distributed file systems, a client accesses files
located on independent servers. Akin to parallel file sys-
tems, a single operation potentially involves multiple
servers. Therefore, group file operations require concur-
rent access to a large set of independent file servers from
a single client. The single-client, multiple-server model
is distinctly different from existing parallel and distribut-
ed file systems. Parallel file systems [6][22][23] enable
many cooperating clients to access large shared datasets
that span few to many servers. Distributed file systems
[11][21][24] provide many independent clients access to
shared files exported from a small set of servers. Current
distributed and parallel file systems focus on scaling the
number of simultaneous clients that can be served, but
the focus for group file operations is on scaling the
number of independent servers that can be accessed con-
currently from a single client. Due to the differences in
client-server model, no existing distributed or parallel
file system makes sense as a starting point for TBON-FS.

Like TBON-FS, CFS [7] and PAST [20] use overlay
networks for achieving scalable file storage and retrieval.
However, they only support read-only files and do not
provide in-network aggregation of data from groups of
independent files located across many servers. San Fer-
min [5] provides large-scale, fault-tolerant distributed
data aggregation using a binomial swap forest estab-
lished over a peer-to-peer overlay network. To achieve
fault tolerance, each distributed data source exchanges
aggregated data with peers to compute the final aggre-
gate. Unfortunately, the overhead of this duplicate com-
putation and communication is too high for many distrib-
uted systems, most notably HPC environments.

Group file operations are related to the MapReduce
system [8], as both the map and reduce operations are
distributed aggregation of file data. In MapReduce, a
large data set is partitioned into many small fixed-size
chunks stored at hundreds or thousands of servers. Con-
sidering chunks as files permits a MapReduce operation
to be cast as a group file operation where both map and
reduce are implemented as a single aggregation. Goog-
le’s MapReduce system is tightly bound to the Google
File System, as group file operations are currently tightly
bound to TBON-FS. Group file operations are similar to
the Sawzall [17] and Pig Latin [16] programming lan-
guages in the desire to expose data parallelism in a sim-
ple interface that hides the underlying parallel processing
system. Unlike these languages, group file operations
use familiar file system interfaces.

4 Progress and Future Work

After formal admittance to the Ph.D. program at the
University of Wisconsin-Madison in December 2006, 1
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investigated intuitive semantics for synchronous group
file operations and started development on a user-level
prototype of TBON-FS. In April 2007, I introduced the
new group file operation idiom and its utility for tools
and middleware at the annual Paradyn/Condor Week in
a talk entitled “Group File Operations: A New Idiom for
Scalable Tools”.

4.1 Case Study 1: Ganglia

Next, I began an evaluation of the group file opera-
tion idiom by integrating the prototype TBON-FS into
the widely-used Ganglia Distributed Monitoring System
[12]. With no prior knowledge of the Ganglia software, |
finished this integration in a few weeks, effectively dem-
onstrating the applicability of the idiom and its ease of
adoption. The performance of the original Ganglia ver-
sus the TBON-FS version was compared on two cluster
systems, the 150-node GLOW cluster in our CS depart-
ment and the 1024-node (4096 processors) Thunder clus-
ter at Lawrence Livermore National Laboratory (LLNL).
Results showed that the TBON-FS version was able to
significantly reduce the computational and network load
on monitored hosts by eliminating the use of IP multicast
among cluster nodes. IP multicast has poor scaling be-
havior that results in linear increases in resource utiliza-
tion at each host as the size of the cluster grows.

4.2  Case Study 2: Parallel UNIX Tools

Having demonstrated the benefit for an existing mid-
dleware system, I proceeded to investigate the use of
group file operations for rapid development of new scal-
able tools. Motivated by past research on parallel ver-
sions of common UNIX utilities and my prior work on
cluster administration tools [2], I developed scalable par-
allel versions of five simple, yet powerful command-line
tools: cp, rsync, grep, tail, and top.

File distribution is a common task when administer-
ing large clusters and distributed systems where individ-
ual hosts are similarly configured. There are two basic
approaches to managing these homogenous configura-
tions, file replication or file sharing. With replication,
configuration files are kept on disks local to each host
and must be updated when the global configuration
changes. To improve the scalability of file replication, I
have developed parallel versions of both cp and rsync.
pCp uses group write operations to multicast an entire
source file to all servers. psync uses a group read ag-
gregation based on the rsync block checksum compar-
ison algorithm [27] to identify differences between the
servers’ copies of a file and the client source file, and
only multicasts the data that has been changed or added.

System administrators use grep for various tasks
including searching configuration files, scanning system
and application logs for interesting or alarming events,

and gathering system or process information. Leveraging
grep in parallel on distributed files provides the ability
to spot configuration differences, correlate distributed
events, and monitor system resource use. The new
pgrep tool supports simple textual search strings, as op-
posed to regular expressions. For scalable printing of re-
sults, a line-based equivalence aggregation is used that
prepends the constituent files to each matched line.

The tail utility with the "-f" option is often used to
follow system log activity in real-time, and a parallel ver-
sion provides a simple form of distributed event correla-
tion. Correlation of events across distributed hosts has
many useful applications, including identifying miscon-
figured network services (e.g., multiple clients of the
service notice a problem and generate an error) and secu-
rity audits (e.g., distributed intrusion or denial-of-service
attacks). ptail uses a version of the line equivalence
aggregation used for pgrep extended with an option to
strip host-specific information (e.g., hostname and proc-
ess ids) from lines using the standard syslog message
format.

The top utility is a simple yet powerful method for
displaying real-time resource utilization by processes on
a single host. A parallel top provides a powerful method
for monitoring distributed resource utilization. To en-
hance the abilities of ptop, two new grouping facilities
were included that enable display of summary informa-
tion for processes with the same command name, both
for a specific user and across all users. When grouping
processes, the user has the option of viewing total, aver-
age, or maximum resource utilization. As shown in Fig-
ure 2, ptop is able to aggregate resource utilization for
file groups consisting of hundreds of thousands of dis-
tributed processes (several hundred processes per host)
using the same default delay interval as top.

Initial results on the performance and scalability of
these new parallel tools were presented as part of my talk
entitled “TBON-FS: A New Infrastructure for Scalable
Tools and Runtimes” at Paradyn/Condor Week in April
2008. Full experimental results were collected using two
LLNL clusters, Thunder and the 1024-node (8192 proc-
essors) Atlas. These results, as well as an interesting ap-
plication of group file operations for distributed debug-
ging, are reported in a paper [3] under submission.

4.3 Future Work

I plan to further my investigation of group file oper-
ations and TBON-FS along several dimensions. First, I
will continue evaluating group file operations and
TBON-FS within new and existing tools. A noteworthy
target for evaluation is the TotalView Debugger [9], the
most widely-used debugger for parallel applications. As
part of a Department of Energy funded FAST-OS re-
search proposal, and with direct technical guidance from
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TotalView developers, I aim to use group file operations
to improve the scalability of TotalView for use on the
largest of current HPC systems and applications. The tar-
get system for this evaluation is Jaguar, a Cray XT sys-
tem at Oak Ridge National Laboratory. Second, I will
continue to identify the proper abstractions and seman-
tics for the group file operation idiom. Specifically, I
seek to define scalable abstractions for definition of file
groups and study the impact of group file operations on
higher level file access methodologies such as file
streams. | also plan to evaluate the semantics of group
file operations in the context of asynchronous I/O and
other operations that create or use file descriptors (e.g.,
select, socket, and mmap). Finally, I wish to ex-
plore group file operations and TBON-FS within the
context of a real client file system for Linux. Using a real
file system will allow for validating my design for inte-
grating group file operations within the Linux Virtual
File System, measuring the impact to existing file sys-
tems, and observing performance.
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