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Abstract—Network tomography is an appealing method for active mea- Of these tools for research and/or network management activi-
surement of link level characteristics such as delay and loss on end-to-end ties. An additional practical limitation of one-way tomographic

paths. Most network tomography techniques developed to date are based P .
on one-waymeasurements requiring collaboration from both sending and tools that measure delay statistics is that they require clock syn-

receiving hosts which severely limits the scope of the paths over which theseChronization between end hosts. While new synchronization
technigues can be used. We extend our previous work dietwork Radara  methods such as those proposed in [7], [8] offer promise, syn-

new tomographic inference method based on round trip time (RTT) mea- At _
surements from TCP SYN/SYN-ACK packets. In this paper, our contribu- chronization of Iarge numbers of end host clocks may not hap

tions are three-folded. (1) We extend our analytic framework for estimat- P€N for some time.
ing delay variance on the shared network segment using Network Radar to

include confidence estimates which enable measurement accuracy to be as- Recently a new network tomographic technique based on
sessed - an important consideration for practical deployment. (2) We eval- ’

uate Network Radar in a series of experiments conducted in a controlled ro.un.d trip time (RTT) measyrements was propqsed which
laboratory environment. These tests explore the boundaries of effective- €liminates the need for special-purpose cooperation from re-
ness of our RTT-based method, and show that it works well over a wide ceivers [9]. This technique, known Bietwork Radaruses RTT
range of traffic conditions. (3) We evaluate Network Radar in a series of
testgs conducted in the wide ;rZea Internet. These tests show that RTT-based measurements from,TCP SYN and SYN-ACK segments to ,es'
delay variance estimates can be used effectively to identify most likely net- timate the delay variance of the shared network segment in a
work topology - a natural and verifyable application for RTT tomography. ~ standard one sender—two receivers configuration. In this work,
The performance results in this paper demonstrate that Network Radar can the authors evaluated Network Radar in a series of preliminary
now be used for both research and operational purposes. . . . .
tests conducted in an emulation environment. Although promis-
ing, it is difficult to access the effectiveness of Network Radar

I. INTRODUCTION H}éhe Internet

Researchers interested in measuring the behavioral and st
tural characteristics of the Internet face many challenges, not the hi ) ) d th gt q hich
least of which is lack of open instrumentation in the infrastruc- In this paper, we Investigated the conditions under whic

ture. Similarly, network operators charged with the responf‘—et"vork Radar is effective by careful designing a series of

bility of identifying and diagnosing problems in their network aboratory-based and Internet-based experiments. The emula-

have an on-going need for measurement tools that make this F%r-‘ experiments were conductfed on a network of Cisco routers
cess faster and more efficient. These issues have led to theatﬂg- PC hosts configured in a ;lmple tqpology. The_experlments
velopment of novel methods and systems for measuring netwé?\k’e_aled th_a_t Network Radar IS eﬁeCt'ye over a wide range _Of
characteristics beyond the confines of a single network. The&fic conditions. Most importantly, using our proposed confi-
tools report network characteristics based on either passive 1ce estimator, we were able to establish a correlation between
surements of traffic at a given vantage point, or by measuring thé délay estimator and the number of measurements.

response to probe packets emitted by the tool itself. ) . ) L
Our experiments in the Internet examine the application of

One class of probe-based measurement tools developed &E‘r{_tomography o th? problem IOf Io_grical ;ogologdy discovery. d
the past several years are those thattoseographic inference " thiS case, we use a clustering algorithm [1] based on measure

techniques to deduce link-specific information such as packd@red segment delays to establish logical connectivity between

loss rates, packet delay characteristics and network topolo ples, but unlike [1], our RTT measurements are more prone

Prior work has established the basic mechanisms for the usdbf1€ variability of delays. We choose this application since it
tomographic inference in the networking context [1], [2], [3]g|ves us an opportunity to validate our results using other tools

[4]. Despite these interesting results, validation and Wide-spre\%{aere""S delay or loss tomography would have required instru-

deployment of tools based on these techniques is problema'{ri'@mat'on that was not readily available in the wide area. Our

Most of these network tomography tools are based on the uséaéfperiments consist of randomly selecting a set of destinations

one wayprobe traffic measurements, and as such, they reqlﬁr'%d then using RTT tomography to discern topological connec-

cooperation between sending and receiving h¢tsts only ex- tivity between a source and those destinations. We validated the

ceptions to this requirement that we are aware of are meth68§U|ts_ usingracero_ute ' The_ re_sults show that RTT tomog-
based on passive monitoring loss [5], [6], [3]). This requiremeF@PhY is very effective at establishing logical topology.
places a significant limit on the scope of the paths over which

measurements can be made, and thereby limits wide-spread ys8 Summary, this paper makes the following contributions.
First, we extend the analytical framework based on RTT mea-
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work Radar. Second, we investigate the robustness of RTT to-
mography in a series of controlled laboratory experiments and
show that it is effective over a wide range of operating condi-
tions. Third, we investigate the capability of Network Radar in
Internet-based tests that we can validate with supporting mea-
surements and demonstrate that our tool is effective in the wide
area.

Il. RELATED WORK
Network tomography has been an emerging area of study in

Fhe past few years. A Vari.et).’ of inference techniqugg in_EStimﬂFg'. 1. Round trip time tomographic delay variance estimation in a standard
ing loss rates, delay statistics and topology identification have one sender (0) two-receiver (1, 2) network. Variances on shargdand
treated in [1], [2], [10], [11], [12]. Most of these techniques unshared segments{, o) are noted.

are promising but are not widely applicable because of the §gz eng-to-end path are independent and stationary. A sender
guirement to have cooperation from'receivers to col[ect one-Wansmits two closely time-spaced (back-to-back) probe pack-
measurement. Most of these techniques also require C|OC_k S¥tS to different receivers. The paths to these receivers traverse
chronization between end hosts or they depend on special gosommon set of links, but at some point the two paths diverge
operation from the internal routers. These practical I|m|tat|oqaS the tree branches). The two packets are expected to expe-
have largely prevented the tomographic techniques from beiiag o approximately the same delay on the shared segment in

used widely. their path. The round trip delay consists of transmission, prop-

) o agation, processing and queueing delays. The delay variances
~ The idea of RTT-based network tomography is mtrodu_c%c?e mainly caused by the queueing delay, where the rest of the
in [9]. In that paper, we develop an analytic foundatioge|ays can be modeled as a nearly constant quantities. Because

for this technique and discuss preliminary considerations fgye delays on the shared and unshared links are assumed to be

widespread use which we treat in this paper. There are othigfenendent, a straight-forward calculation shows that the de-
RTT-based measurement studies in inferring path charactefis; yariances on each path equals to the sum of delay variances
tics. Unlike ours, they are based on either the time-to-lig, gach link. The above observation has been used in topology
(TTL) [12] or the timestamp [10] options in the Internet Conyyengification. This also allow us to evaluate and to demonstrate

trol Message Protocol (ICMP). Security and privacy conCergge nerformance of the Network Radar, which will be detailed
related to the use of ICMP options have led to both rate limiting Section IV-B.

and outright blocking of ICMP packets, thus reducing the effec-
tiveness of ICMP-based tomography. Our TCP-based methodyatwork Radar measures round trip times by sending TCP

ology is easy to deploy for asymmetric path and is widely avaiky \ packets to the HTTP service (port 80) on a target end host.

able. Any remote host running this service will respond with a SYN-
1. METHODOLOGY AND MEASUREMENT ERAMEWORK ACK packet. Round trip time measurements can then be made at

In this section, we briefly introduce the basic concept of néfe sender using simple time differencing between transmission
work tomography. Traditional network tomography assumesPhthe SYN and receipt of the SYN-ACK. In cases where a port
single source transmitting probe packets to pairs of receivef§€S not have any associated HTTP server, most hosts will send
The topology is assumed to be fixed throughout the measuP8ck @ RST when receiving a SYN.
ment period i(e., the routing table does not change and no load

Coa - ; V. PROPOSEDESTIMATOR AND PERFORMANCEANALYSIS
balancing is employed) forming a t_ree .W'th thepurceat the In this section we present an unbiased estimator for the shared
root and thereceiversat the leaves in Figure 2. The branch;

: . -~ Tink variance,o2, and derive confidence intervals for the esti-
ing node between the source and receivers represents an mter%%r The co

router. Connections between the source, router, and receiv nfidence intervals allow us to automatically de-
' . . ' ’ fet and reject cases in which the estimator is unreliable. The
are calledsegmentor logical links. Each segment betwee

. . . N "Ltandard result of an unbiased estimator for the variance can be
may be a direct connection, or there may be “hidden” rout

&5und in most statistics textbook. However, in this section, we

or swﬁche:s (where no branching ocgu_rs) along the pa_th that @tive the explicit formula for the unbiased estimator given the
not explicitly shown. We focus specifically atelay variance conditions and assumptions in our context

estimationas in [9] on shared segment of the path. This focus
is by convention only and there are nothing inherent in our d&- confidence Estimator
scriptions that prevent the tomography methods from loss rateTo begin our analysis, we formally demonstrate that, under
measurements. the stated assumptions, the covariance of the RTTs is equal to
the delay variance on the shared link.

Basic tomographic measurement and inference ideas are
straightforward. Assume that the individual link delays along Proposition 1: Denote theV RTT packet pair measurements

L N . 4 by y = {y1(k),y2(k)}2_,, wherey; (k) andy, (k) are thekth
load based. 16 Aveid packet reordering. Thus the packets follaw the same x| Measurements toffrom receiverand 2 respectivetively.
between a source-destination pair. The delay on the shared path is denotedib{k), and the de-
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lays on the unshared paths atgk) andd»(k), wherek de- to the center point. In such cases, we can be reasonably con-
noteskth RTT pair. Assume that the packets in thth pair clude that the estimator is unreliable. The unreliability could
experience an identical delay,(k), on the shared portion of be due to excessive “noise” on the unshared portions (as men-
their paths, and thaf;(k) is statistically independent of thetioned above) or large deviations from the assumptions of our
remainder of the RTT delaysi; (k) = yi(k) — ds(k) and the theory. Thus, for a given confidence lewglwe say that the
do(k) = ya2(k) — ds(k). Furthermore, assume that the delaysstimator isx-unreliable if

in different measurements (differekitare stg}istically indepen-

dent. Then cofw;,y2) = o2. Moreover,o2 is an unbiased ‘773 < a.
estimator ofr2. L X )
o} = N1 Z(m(k) = 51)(y2(k) — 92) (1) In practice, we recommend a level af > 3 wherea is also
k=1 known as the Signal to Noise Ratio (SNR), the ratio between
whereg; is the sample mean dy; (k)}_, fori = 1,2. the estimator and its confidence.

Th . ‘p ition 1 . | B. Topology Identification
e assumptions of Proposition 1 are approximately met inas mentioned earlier, the topology is tree-structured. We can

actual practice. The first assumption is that the two back-iys apply Network Radar to pairs of receivers to localize the de-
back packets experience the same delay on the shared path. [Hli$ariance of each individual (logical) link. This feature also
is reasonable due to the back-to-back nature of the probes, gfidlys us to use topology identification awerifiable method

we experimentally verify this assumption later in the paper. Thg yemonstrating the performance of the RTT tomographic tool.
second assumption regarding the statistical independence OfIHH“eed, one of the significant challenges of network tomography
delays is reasonable because the cross-traffic tends to be ingies in general im situ evaluation since access to network
pendent on the shared and unshared paths, and by sufficiepff¥mal instrumentation is so rarely available. In the context
spacing the probes in time, the delays in different measuremeg$opology discovery, end-to-end topology measurement tools
are fairly independent. Both these assumptions have been \&fsn agraceroute or Scriptroute [13] which can be
ified by experimental work as well. Also, the assumption qfseq to validate the logical topology structures generated us-
independence could be weakened to only assume that the deﬂﬁ‘éﬁhe aforementioned RTT tomography and clustering meth-
are uncorrelated. ods described next.

0

Next we investigate the reliability of the estima@via con-
fidence intervals. Specifically, we first determine the theoretical
variance of the estimator, and then propose an unbiased estima-
tor for this variance. Tﬂe square-root of the variance equals the
standard deviation of o2, which provides confidence intervals
of the formo?2 + « 4, wherea > 0 is the confidence level (e.g.,

o = 3 produces a confidence interval of three standard devfds. 2. An example of topology identification illustration witfreceiver nodes.
tions).

1 2 3

An assumption in standard network tomography as well as
In practice, we do not have the theoretical value of the stamdar framework is that the delays on the shared and unshared
dard deviatiory, but we can estimate it from the data as showinks are independent. Therefore, the end-to-end delay variance
in the next proposition. will be the sum of the link delay variances along the path. One
can also use this information to identify the underlying network
topology configuration. This is done by interpreting estimates of

Proposition 2: Dlefine N
2 = - - y1 (k) — 1) (ya (k) — 42)? delay variation as a measure of the physical extent of the shared
(N =3)(N —-2) g( 1(k) 1) () 2) path. Letp;; denote the shared path between the source and a
k=1 J
N+1 —~ N_—1 e pair of receiverg andj. Leti, j andk be three receivers and

—m(ag)z T NN—2(N—3) ofo3 (2) suppose that,; is longer (from a physical distance perspective)
thanp;, (clearly one of the shared paths has to be included in the
whereo? is the empirical variance of the RTTs to destinatiofther)- The delay variance associated W(denOt_edjiij) IS
i, fori = 1,2. Then under the assumptions of Proposition 0INg t0 be larger than the delay variance associated mith

B[] = 6% e 5 is an unbiased estimate of the theoreticalhis partial ordering of the delay variance of the shared paths
values? o can be used to identify the underlying topology. For example,

refer to Figure 247 , will be greater thaw?, , for any other
receiveri, revealing that receivefisand2 are siblings in the log-

Finally, we apply the confidence intervals to automaticall . ; ; .
d d rei in which th L liabl al tree. This property can be exploited to devise a simple and
etect and reject cases in which the estimafbis unreliable. effective bottom-up merging algorithms that identifies the full,

From the proposition, and the rp\easurAed data,Awe can ComeH&?cal topology from the pairwise delay variances. This prob-
o2 and a confidence interval of thé + o0, wheres = (62)'/.  |em is indeed one of hierarchical clustering.

If 5 > 52, then the confidence interval is quite large relative



In general we do not have access to the exact delay variangggion delays on each link are fixed and remain constant.
but only noisy measurements of those. In particular, the vari-
ability of the measurements for each pair of receivers may beEach measurement period consistl660 packet pairs sent
significant. In [1] a hierarchical clustering technique that is suifrom node0 (the sender) to receiver nodésand2. The send
able for the topology identification problem is proposed. Thiste is fixed at a rate dfoprobes/sec (100ms intervals). Prac-
technique is based on a likelihood model capable of accountiigally speaking, this is a low probe rate which should not cause
for the different statistical properties of the measurements fooncern for medium to large web sites in the Internet. At the
each pair of receivers. Two clustering techniques building on tead of each measurement period, we collect packet traces from
likelihood model are proposed in [1]: (i) a deterministic, greedgpdump which is running on the sender (nodgand at two
approach, with very low computation complexity; (ii) a Markovmonitoring devices{1 and.S2) along the path to the receivers.
Chain Monte Carlo method that attempts to find a globally ofihe monitors, which of course are not possible outside of the
timal (in a likelihood sense) topology, at the expense of complab, allow us to verify the performance of our tool by providing
tation power. In the Section V-B, we apply these techniques¢oound truth measurements of packet delays. The first moni-
infer the topology solely from RTT covariance measurementstor, S1, records the back-to-back packet spacing entering the
branching router. The second monitéf2, records outgoing
V. EXPERIMENTAL EVALUATION packets from the branching rout2with extra cross traffic and
We evaluate the capabilities and robustness of RTT tomog[gsrgvides us the “true” delay variance on the shared link of the
phy in a series of lab-based and Internet-based experiments. [h&, \ve synchronize the clocks on the monitoring hosts via
lab-based experiments enable control and instrumentation ofialf york time protocol. The clocks are disciplined from a local
aspects of the test environment. This allows us to verify thearm 1 time source giving us synchronization on the order of

capabilities and limitations of the tool in a realistic but Iimite@ingle milliseconds. This is important for verification of one-
infrastructure. We also perform a series of Internet experimeWay delays in our experiments.

to assess the tool's performance in the wide area network. Its
capability in identifying the logical network topology providesa.1 Results
an indirect but verifiable (vigraceroute ) means of assess- Figure 4 depicts the accuracy of our tool, Network Radar, by
ing the tool’s performance. A series of more extensive tests @@mparing the estimates to the “true” value of the shared path
also available in [14]. delay standard deviation. The “true” valug) for the one way
delay on the shared path is the measured time difference of TCP
SYN packets at the sender and at the second ma#fiitan Fig-

TXT ure 3. The estimates are computed directly frgmandys,, the
end-to-end measurements to receiver. A moderate level of back-
ground traffic was used during this experiment and no packet

"/ loss was observed. The one-way delay between fi@ael node

: R 1 was fixed ab.6ms while the nod@ to node2 delay was fixed
: at6ms. ldeally, the estimates should be identical to the “true”
“ value and fall onto the5° line. We hypothesize that the dis-
T 7 crepancy might arise if the timestamping mechanism is inaccu-
xT rate or unreliable, or if the back-to-back assumptions described
in the previous section are violated. Nonetheless, the estimates
Fig. 3. The laboratory network configuration includemuters and PCs. The ~are close to the real value.

sending host i and the receivers afdeand2 (logical topology in gray). The
boxesxT" denote cross-traffic generators and the bAlldenote routersS1 R
andS2 denote measurement systems used to validate the performance of the 24 o7 ]
RTT based tool and DAG denotes the DAG measurement system placement. .
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A. Emulation Experiments
Our lab-based experimental environment carried out in the

Wisconsin Advanced Internet Laboratory [15] includeSisco

commercial routers7@00,/7500/12000 series) and PCs run-

ning Redhat Linux. The bandwidth on all connectionsG8/ s.

The setup is illustrated in Fig. 3. Box&s1 and2 denote the .

nodes of interests as in Fig. 1. BoOxrefers to the sender and 95 o 0. (1P 500 25

box 1 and2 are the receivers. Variable background (non-probe) ’

traffic in this environment is generated usiHgrpoon[16], a Fig. 4. Plot of standard deviation from direct measurement (horizontal axis)

flow level traffic generator that runs on the systems denoted byVS: estimated delay standard deviation using RTT-tomography tool (vertical

xT'. Propagation delays on individual links are emulated using axis).

a simple configuration of the Click modular router [17]. Duringy 2 Operating Conditions Study

each experiment, background traffic loads are generated basddne of the primary objectives in our lab-based experiments

on input distributions derived froMetFlow logs captured at is to understand the operating conditions under which RTT to-

the border router of University of Wisconsin. Emulated propanography is practical. To investigate potential sources of er-
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rors that would make RTT tomography ineffective, we examine
the effects of; (1) the reliability of the timestamping mechanism
(comparingtcpdump and others), (2) varying levels of back-

HTTP Connections Average Delay| Delay Variance
1 7.23us 1.8 x 1071242
201 28115 3.4 x 10 11s2
TABLE |

ground traffic, (3) varying spacing between packet pairs as theyayerace SYN-ACK GENERATION DELAY AND ITS VARIANCE WITH
are emitted by the sender (back-to-backness), (4) load on re-
ceiving end-hosts which can cause variability in generation of

response packets (SYN-ACK generation delay), and (5) number , ) )
of measurements as compared to the resulting estimation erif, unshared segment (noise) and varying the the traffic on the

Except the case where we investigate the effects of the bag.par_ed _segment (signal), it is shown in Figure 6 that_ the signal
ground traffic, we fix the amount of background traffic load. quality improves. Note that the accuracy of our estimator not
only depends on the variance on the shared segment, but also

6 the variances on the unshared segments. As these variabilities
7 increase, our confidence weakens, as shown in Equation 2.

VARYING END HOST LOAD

o
o

45

4

o

tcpdump: ci (10‘8 ) sec?
w
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45 @'( E s ”f |
9’ ¥ K2
0.’ 2 i A 100ms
4 -~ > 4
52 Pl 1
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a5l ) ) ) ) <15
: =4
3s 4 DAG: o2 (10°) Soc? 55 6 2
. el . . . . .y 0.5 ;"' % B
Fig. 5. \Verification of timestamping mechanism ustegdump utility and 0 A
hardware-base reference systems using DAG cards. 0 o5 1 15 2 ..28 3 35 4 45
s

Timestamping mechanismWe evaluate our timestamping_. _ - _ _
hani ith the End DAG rds [18]. th rrent st Ftlg 7. Plot of directly measured delay standard deviation (vertical axis) and the
mechanism wi e ace caras [ ]7 € current Stat€ ogtimated one (horizontal axis) on the shared link when the spacing between

of art in hardware timestamping. It provides timestamping with the packets argu.s (circle) and100 ms (triangle) apart at the sender.
high accuracy, with no packet loss and no extra delay. Most

K interf q ttor f d. delaved or | Back-to-back assumptionFigure 7 depicts the accuracy of
network interface cards sutfer irom corrupted, delayed or %te results by varying the packet spacing within the probe pair

packets when the traffic volume is high. We use systems WWﬁile the spacing across pairs remains unchanged. The results

t[r)1AG ca(rjds tlé)éls?fesst hg?_)rdump tlmesta;npllr)\g \./a”atlg'“ty at Eai%ree with our expectation that the accuracy of the estimates
€ sender etects measurements. buring these exfelyaases as the back-to-back assumption weakens. When the

iments we capture the packet erarture and arrival times USEikets are not well correlated, the packets no longer have sim-
both ‘de“”_‘p a_md systems with DAG cards. I_3y comparing, experience on the shared link. In our experiments, with ex-
the results in Fig. 5, we conclude that the vanabll!ty n RT austive trials, the smallest achievable packet spacisgds
measurements caused topdump does not have a significant End host load Delays in the generation of SYN-ACK re-
%%nse packets at the end hosts depends on a variety of factors
including scheduling and the load. To evaluate these effects,
we adjust the end host load by varying the number of active http

with tcpdump timestamping mechanism.

* connections to the Apache 2.0.52 http server on that system. The
2 results of average SYN-ACK generation delay are illustrated in
Table I. The variability of the SYN-ACK generation delay is
15 L negligible even for large number of active simultaneous connec-
£ tions,e.g.,201 connections as shown in Table I.
10
17
5, .. 16
FRS 15
oo Traffic Load Moderate 14
13
g1

Fig. 6. Significant of background traffic in the estimates. High SNR symbolizes
high accuracy in the estimates. The signal to noise ratio (SNR) increases n
when the background traffic (correlation) on the shared segment increases. 10
Unshared segments had moderate load in these experiments. 9

7 L L L L L L L L
100 200 300 400 500 600 700 800 900 1000
Number of measurements

Background Traffic With respect to background traffic, the
capabilities of RTT tomography are proportionally dependent
on the load on the shared segment and inversely proportiopigl 8. Plot of signal to noise ratio (vertical axis) given different number of
to the load on the unshared segments. By fixing the traffic on packet pair probe measurements.



Number of measurementsWe compute the SNR for each
measurement sets (varying the number of packet pair probe meadA/e have also detailed some of the operating conditions in
surements), the SNR increases with the number of probeswdich our tool is effective. We summarize them briefly here.
shown in Fig. 8. As expected, the confidence of the estimafbine effectiveness of the tool depends on two major components:
increases with increasing number of measurements. Typica(ll) the ability to place the probe packets closely spaced, (2)
the number of probes needed depends on the variability in trabrrelation on shared link and (3) the unshared link variability,
fic and the back-to-back assumption, refer to [14] for compgiven the fixed number of measurements.
tational details. Theoretically, one can use infinite number of
measurements to achieve high accuracy. However, in practiceln this paper, we show that the tool, Network Radar, can be
the measurement period increases as we increase the numbeonélucted anywhere in the Internet the same way as other net-
probes. The measurement period should always be shorter thvank diagnostic tools. The tool is ready to be used and it is in
the routing table updates. If one increases the probe frequenbg, final stage in integrating the ability to compute the confi-
it is possible to interfere with the normal traffic and induce comlence interval. The beta version will be available for download
gestion on the outbound link. The processing load at the receiiretthe near future. We have tested the tool in both controlled

ends might also be increased. environment as well as in the wild Internet. We have shown that
the confidence interval derived from our estimator provides a

B. Internet Experiments , ood estimate to the traffic condition. By collecting measure-
We randomly chose 6 universities on the Abilene Networ?ﬁents with high confidence interval, one could use it for topol-

and we collect measurements from both Rice University ala%y identification.
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