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Abstract— There is an inherent well-known conflict between
fairness and throughput that arises in many networking scear-
ios. A number of researchers have studied this problem in the
context of (single-hop) wireless local area networks (WLAMN),
where clients directly exchange traffic with access pointsAPSs).
More recently, researchers have proposed multi-hop exteiens
to WLANs where client traffic is forwarded via a series of
client-client links. In this paper, we show that the objective of
improving throughput without sacrificing fairness can be much
better met in multi-hop WLANs. We decouple this objective irto
two separate but related problems. First, we need an algoritm
to organize clients into a multi-hop structure such that far
bandwidth allocation within this structure leads to improved
throughput. Second, we need algorithms for performing fair
bandwidth allocation within the determined multi-hop stru cture.
In this paper, we first design optimal fair bandwidth allocation
algorithms for both max-min throughput fairness and max-min
time fairness in multi-hop WLANSs. Subsequently, we design &
efficient algorithm to find desirable multi-hop structures. With
slight modifications, our results in this paper can be generized
to other multi-hop wireless networks as well. Our proposed
solutions seamlessly integrate with legacy devices and hamnare
incrementally deployable. Simulation results demonstrag that
our solutions can effectively improve throughput (by up to114%
or more) as well as network coverage while preserving fairngs.
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nificant traffic and contain many APs that have frequent busy
or congested periods. When multiple clients contend foes&c

to the same wireless channel, a channel allocation scheme is
needed to distribute channel access time among competing
clients, according to some fairness policy. The Distridute
Coordination Function (DCF) MAC protocol used by 802.11
tends to give equal long-term channel access opportuniies

all competing clients [8], [9]. In particular, each node has
(approximately) the same number of opportunities to trahsm

a data frame, regardless of its bit rate and hence the amount
of channel access time needed. If clients transmit pacKets o
similar sizes and experience similar loss rates, they aehie
approximately the same throughput irrespective with théir
rates. This is referred to athroughput-based fairness].
Consequently, aggregate throughput and throughput ofllitgh
rate clients may be dramatically brought down, because lbw b
rate clients will occupy more channel access time to transmi
an equal amount of data. Such “performance anomaly” of
802.11 WLANSs has been reported by Heussal. in [10].

This inefficiency leads to a number of potential problems.
For example, in 54Mbps 802.11g networks that are deployed
alongside 11Mbps 802.11b networks, 802.11g users may see
far less performance improvement than expected and thus

Wireless local area networks (WLANS) have mushroomed gsitate on upgrading to 802.11g. In order to address these

hotspotdike office buildings, libraries, coffee shops, airportsinefficiencies, Tan and Guttag [5] propostehe-based fair-
hotels, etc. In a typical deployment, eaclent is equipped nesswhere each client is assigned an equal amount of channel
with an 802.11 interface and communicates over the air widltcess time, regardless of its bit rate. Clearly, time-thase
an access point (APdhat is connected to Internet. This wirefairness protects high bit rate clients from drastic thigqug
less communication is susceptible to signal quality degfiad degradation by reserving a fixed share of channel access time
caused by fading, noise, interference, multi-path refiectand for them. However, this disadvantages low bit rate cliehts.
user mobility, etc. When the average received signal sthreeg many cases, this is considered undesirable, too.
consistently below the threshold required for successiukpt A key problem with throughput-based fairness and time-
reception, the receiver experiences significant packeeksto based fairness is that so far they are both constrained to
communicate more reliably, the sender can transmit at arloweaneuver with client-AP links, some of which may have a
bit rate (using a more resilient modulation scheme) so that thew bit rate. We refer to such WLANSs as single-hop WLANS.
channel bit error rate is reduced. Many 802.11 vendors haverthermore, in currently deployed WLANs containing multi
implemented automatic schemes for such bit rate contrel [1ple APs, clients are typically restricted to use the linknzzn
[3]. Researchers [4], [5] have reported that rate diverisity themselves and the AP that has the strongest received signal
prevalent in many in-door WLANSs and exists even in smaditrength indicator (RSSI). Bejeraebal.[11] propose to relax
rooms, which are most appropriate for hotspots. these constraints by allowing clients to switch to others AP
Previous studies of corporate WLANSs [6] and campus-wida order to balance workload among APs. However, although
wireless networks [7] have shown that WLANSs often carry sigguch load balancing techniques can effectively improve fai



ness, they are still restricted to use client-AP links angsthRoadmap

achievable throughput improvement is limited. The rest of the paper is organized as follows. We first
To improve throughput, some recent work (€.9. [12]) hav§esent relevant models, definitions, notations, and féamu
made the observation that peer-to-peer links between yeafigns in Section Il. Optimal bandwidth allocation algorith
clients often possess high bit rates. By forwarding clieaffic o ingividual fairess policies are presented in Sectidn |
via high quality client-client links, multi-hop WLANSs hawee ang |v. For practical purposes, we then propose a number
potential to significantly improve client throughput. Ho®e,  of practical extensions to these algorithms in Section Vi Ou
ad hoc mechanisms to choose multi-hop path can often hgforithm for improving network structure is presented in
performance. In this paper, we address the problem of findiggction vI. After presenting simulation results in Sectigih

appropriate multi-hop paths in multi-hop WLANs. We showyng reviewing related work in Section VIII, we conclude the
that carefully choosing multi-hop paths can significantty i haper in Section IX.

prove throughput without sacrificing fairness. To achiewes,t
two relevant problems need to be addressed. First, we need an Il. FORMULATION
algorithm to organize clients into a multi-hop structuretsu  In our network model, a WLAN is represented by a graph
that fair bandwidth allocation within this structure leatds G = (V, E), whereV is the set of nodes representing APs and
improved throughput. Second, we need algorithms to perforiients, andE is the set of edges representing communication
fair bandwidth allocation within the determined structure links between nodes. For each nodelet b; denote the
Recently, Gambirozeet al. [13] attempt to address thebandwidth assigned to nodewWe define thdvandwidth vectar
second problem in the context of wireless backhaul networks = (b1,ba,- -+ ,by), as the clients’ bandwidths sorted in non-
where the network topology is relatively static. In theirnko decreasing order. For simplicity, we assume that clien¢s ar
the authors only provide an optimal solution for bandwidthamed according to this non-decreasing order of bandwidth.
assignment in the special case where all the links interfereThe link layer model we use in this paper is based on
with each other, i.e., the link contention graph is a cliqu¢he globally used DCF mode of IEEE 802.11 [14], where
However, in many scenarios not all APs and clients are iransmitting stations contend for channel access and the in
direct interference range of each other. Finding an optimiainded receiver is not aware of intended transmissions itinti
solution in this general case is more difficult. hears from the transmitter. Link layer details (such asdiis,
In this paper, we address both of the two relevant problerpacket loss rates, channel access contention, etc) areitiypl
in the general setting, and we also examine how our solmcorporated in two link quality parameters calleffiective bit
tions should adapt to dynamic changes of network topologgate (EBR)and actual bit rate (ABR)which are periodically
Such changes can be fairly common in WLAN scenarios. measured by clients and APs. The EBR of a link represents the
particular, we make the following key contributions. rate at which data can be successfully delivered over thit li
if the wireless channel is exclusively occupied by that kmd
hence there is no contention. The ABR of a link represents
« We consider both max-min throughput fairness and mage rate at which data can be successfully delivered ovér tha
min time fairness in mUlti-hOp WLANS. For each fairneSﬁnk, if the sender has to contend for channel access.
policy, we define and analyze an optinggorithm for  For example, assume the link from client 4 to the AP in
fair bandwidth allocation within a multi-hop WLAN.  Figure 1(a) has a bit rate of 11Mbps and a packet loss rate
« We design an efficient algorithm to smoothly improvef 20%. Its EBR is given byl1l x (1 — 20%) = 8.8Mbps.
the structure of WLANSs. Simulation results demonstratgssume that due to channel contention with concurrent ¢raffi
that our solutions can effectively improve throughput (between client 2 and client 3, even if client 4 is dedicatetthéo
up to 114% or more) as well as network coverage whileonversation with the AP, the link can only be active $6£%
preserving fairness. of the time. Without further considering other factors, &R
« Our solutions seamless integrate legacy client devicgfthe link is thus given byl 1 x (1-20%) x 50% = 4.4Mbps.
(that do not implement our algorithms) with smart cliengome other factors may also affect the EBR and ABR of a
devices (that implement our algorithms) and hence allowik. For example, congestion window size has impact on the
a smooth transition through incremental deploymenghort term EBR of a link. In our model, EBR and ABR are
Legacy client devices are directly associated with ARfieasured by clients and APs to reflect a reasonably long term
as usual and need not participate our algorithms to forgyerage. For each pair of nodend nodej, we usee; ; and
a multi-hop WLAN. Such incremental deployment is nog, ; to denote the EBR and ABR of the link fromto j,
only more feasible than global upgrade, but also bettﬂispectively.
motivated by our solutions, which reward individual |n this paper, we focus on the class of multi-hop WLAN
clients investing to upgrade their device with much mor&ruyctures where clients are organized into multi-hopsteseh
perceivable performance improvement. These propertigsted at an AP. Such tree structures have been widely atdiopte
make our solutions practically interesting ones. by researchers for its simplicity and ease of management.
« With slight modifications, our results can be generalizegjithin a tree, each nodieassociates with a single parent node,
to other multi-hop wireless networks as well. denoted byP;. Nodei also has a set of child nodes, denoted

Key contributions




TABLE |
LIST OF NOTATIONS

b; bandwidth assigned to node

P; parent node of nodeéin the multi-hop tree topology

Q; the set of child nodes of nodein the multi-hop tree topology

of | of =9, u{d} 22 22 22 11 1 2

T the subtree rooted at noden the multi-hop tree topology 17 17 17 . 6 6 3

|7:| | the number of clients in the subtree rooted at node (a) max-min throughput fairness(b) max-min time fairness

B; aggregate bandwidth assigned to nodeg;in

€ij EBR of the link from node to nodej

a;; | ABR of the link from nodei to nodej

t the amount of nodé's time needed by3; averaged ovefl;
X; X; = 1if node: is a client; X; = 0 if node: is an AP

Fig. 1. Example of max-min throughput fairness in a mulphé¢/LAN.
Numbers represent the bandwidth assigned to individuaésiod

In single-hop WLANS, clients associated with the same AP
should receive equal bandwidth under max-min throughput
by Q,. For ease of presentation, we defi@a_; = Q,; U {i} fairness, which is consistent with throughput-based &ssn
and denote the subtree rooted at n@'da/ ;. |’];| denotes In multi-AP and multi-hop networks, max-min throughput
the number ofclient nodesin 7;. The aggregate bandwidthfairness is better than throughput-based fairness in that i
assigned to nodes i#; is denoted byB;. The root node of a allows some clients to receive more bandwidth than other
tree is an AP. clients, if the latter are not able to consume more bandwidth

For ease of exp|anation’ in the Seque| we will focus on tﬁ@“.ls, unnecessary waste of idle bandwidth can be avoided.
uplink direction. The downlink direction similarly follosvour This can be demonstrated by the example in Figure 1(a). In
discussion of the uplink direction. In the uplink directiof the example network, assume that the measured EBR and ABR
a tree rooted at an AP, every client needs to spend (wirel@sthe link between the AP and client 4 a2&lbps, and the
communication) time on receiving traffic from its childrenda Measured EBR and ABR of the other links atMbps. Under
on forwarding traffic for its children. The AP is a sink thaego Max-min throughput fairmess, each client receivg$bps
not generate its own traffic. Since it is the sink, the AP do&&ndwidth. The aggregate throughputEVbps.
not n_eed t_o spend tim_e on f_orwarding_ traffic that is receivgsl p1ax-min time fairness
from its children. For simplicity, we define for each nodan
indicator variableX; such thatX; = 0 if nodei is an AP and | . o .
X; =1 if nodei is a client. For each child nodge Q; of j's time share Ef‘t node to be the amount.Of nodés time
nodei, the fraction of node’s time needed to receive traffic.needed to receive and folrwa_rd trafﬁc originating from nodes
from nodej at rateb; is b;/e;;, and the fraction of node in 7; averaged ovef;, which is given by
i's time needed to forward traffic from nodeto nodeP; (if B 4 Xi'Bj
any) at rateb; is X; - b;/a; p,. The fraction of node’s time th = %
needed to transmit its own traffic (if any) to no#e at rateb; 171
is X, -b;/a; p,. Clearly, a bandwidth allocation (or bandwidthFor nodei itself, its time share is its own time needed by
vector) B is feasible at node if and only if the workload on transmitting its own traffic, which ig; = . Given a

nodez requires no more time than nodactually has. Namely, pandwidth allocation3 whose bandwidth vector i3 =

For each node and each nodg € Q,;, we define node

fjf +Yico, (ebj—ﬂ + f—}i’] < 1. A bandwidth allocation8  (by,by,- - ,b,), we define thaime share vector at nodé
is feasible if and only if it is feasible at every node. T; = (t},,t5,,--- %), as the time shares of the = |OF|

For ease of reading, a list of notations is given in Table Inodes inQ;" sorted in non-decreasing order.
) ) Ideally, time fairness in a multi-hop tree should ensuré tha

A. Max-min throughput faimess for any nodei, nodes inQ;" receive equal time share at node

We now examine the fairness policies we study in this paper.However, if some nodg¢ € Q; is not able to consume its
As an extension of throughput-based fairness in single-hbme share at nodg its surplus time share at nodshould be
WLANS that has been introduced in Section |, we consider tleenly distributed to other nodes @; . This ideal principle
more generamax-min throughput fairnesd 5] in multi-hop leads to our proposed notion wfax-min time fairnestrmally
WLANSs. Informally, a feasible bandwidth allocation is maxdefined as follows.
min throughput fair if and only if it is not possible to give Definition 2 (Max-Min Time Fairness)A feasible band-
any user more bandwidth without decreasing the bandwidtlidth allocation B is max-min time fair if and only if
of some user with equal or already less bandwidth. Formalbt each node, its corresponding time share vectdt =
max-min throughput fairness can be defined as follows. (t§1,t§2, e ,t;'-k) has the same or higher lexicographical value

Definition 1 (Max-Min Throughput FairnessA feasible than that of any other feasible bandwidth allocation whBye
bandwidth allocatior3 is max-min throughput fair if and only is the same.
if its corresponding bandwidth vectdd = (by,bs,--- ,by) The max-min time fair bandwidth allocation within the
has the same or higher lexicographical value than tWELAN in Figure 1(a) is shown in Figure 1(b). Under max-
bandwidth vector of any other feasible bandwidth alloagatio min time fairness, client 1 and client 2 each recei%éh/lbps



bandwidth, client 3 receiveé}Mbps bandwidth, and client child nodes (if any), and then conducts max-min throughput
4 receives%Mbps bandwidth. The aggregate throughput ifair bandwidth allocation withirZ; by performingPump-and-
8Mbps, which is larger than th%Mbps aggregate throughputDrain at nodei. The Pump-and-Drain operation is as follows.
achieved under max-min throughput fairness. Compared with, pump: If node i is a client, MMFA assigns a certain

max-min time fairness, max-min throughput fairness aliesa amount of bandwidth to nodesuch that node receives
more bandwidth to low EBR clients at the cost of hlgh EBR the h|ghest bandwidth among nodes’]’n and nodei’s
clients and aggregate throughput, while max-min time &sm time is completely used. There is no need to perform

leads to a higher aggregate throughput by protecting higR EB  pump at APs since APs should receive 0 bandwidth.
clients at the cost of low EBR clients. This is consistentwit , Drain: The bandwidth allocation resulting from Pump
the case of single-hop WLANS. . . may not be feasible, because nademay be overloaded

In single-hop WLANS, clients associated with the same AP after being assigned the highest bandwidth among nodes
should receive equal time of the AP under max-min time in 7;. In that case, we need to decease the bandwidth

fairness, which is consistent with time-based fairnesmditti- assigned to nodes iff; to ensure that the resulting
hop WLANS, our proposed max-min time fairness turns out  pandwidth allocation is feasible and max-min throughput
to be quite successful in two ways. fair within 7;.

+ As we will later see, compared with single-hop WLANS Based on this general idea, we next present the detailed
using time-based fairness, multi-hop WLANs using maxesign and correctness proof of MMFA.

min time fairness universally improve client throughput.
« Compared with max-min throughput fairness, it general§§. Detailed design
leads to a higher aggregate throughput by protectingTo perform Pump-and-Drain, each nodemaintains and
forwarding clients near the AP. This is appealing imeports to its parent the following information, which caa b
many cases and more importantly, gives better motivati¢acally determined by aggregating the information repwbtig
for clients to serve as a forwarding node near the ARs children (if any).
which means they will forward more traffic than their | The pandwidth assigned to nodenamelyb;.
descendants in the tree. « The total bandwidth assigned to nodesZp which is
C. Objective and design givenbyB; =bi+3 .0, Bj- _ _
« The distinct amounts of bandwidth assigned to clients
in 7;, which are stored in array; in non-decreasing
order. For simplicity, we assume thét is automatically

The objective of this paper is to design solutions for
improving throughput without sacrificing fairness in multi

hop WLANSs. To ac_h|eve this objectlve,. two problems nee(_j compacted so thalil;| is always equal to the current
to be addressed. First, we need to design a tree construction , mber of distinct amounts.

algorithm to organize clients into a multi-hop structuretsu |, array \;, the kth item \V; k] is the set of clients irf;

that fair bandwidth allocation within this structure leatts whose asls'igned bandwid;h,{s[k]. ’

improved throughput. Subsequently, we need to_design algo'MMFA is defined as a recursive procedure. In particular

rithms taking the determined structure and link EBRs astinplrl1 . . . ' '
: . . . the execution of MMFA at nodé consists of two steps.

to perform fair bandwidth allocation within the structurss ] ]

the tree construction algorithm relies on the fair bandwidt * MMFA recursively calls MMFA for each child node

allocation algorithms to evaluate the quality of a struefure j € Q; to conduct max-min throughput fair bandwidth
first present our fair bandwidth allocation algorithms foaxn allocation withinZ;. _ _
min throughput fairess and max-min time faimess in Sectio * After recursive MMFA executions at nodes @; have
Il and Section 1V, respectively. returned, the MMFA execution at nodeconcludes by
performing Pump-and-Drain at nodeéo achieve a max-
[1l. M AX-MIN THROUGHPUT FAIR ALLOCATION min throughput fair bandwidth allocation withifj. After
In this section, we present the idea, design, and analysis of that, the MMFA execution at nodereturns with its lo-
Max-Min Fair Allocation (MMFA) an optimal algorithm for cally maintained information and reports the information

max-min throughput fair bandwidth allocation in multi-hop  to the parent of node (if any).
WLANSs. For ease of understanding, we start with the simple MMFA runs in a distributive way. For each tree rooted at
case where the WLAN is organized into a tree rooted at tlae AP in the WLAN, MMFA is called for the AP, which then
only AP within the WLAN. We will investigate the case ofrecursively calls MMFA for its descendants in the tree. The
multi-AP WLANs as well as other extensions in Section V.sequence of recursive MMFA executions propagate in a top-
down fashion and return in a bottom-up fashion (reporting
local information to their calling MMFA execution at their
Given the tree structure of a multi-hop WLAN, MMFA takegparent). Finally, the AP determines the max-min throughput
a bottom-up approach. At each noden the tree, MMFA fair bandwidth allocation within the whole tree and spreads
first recursively conducts max-min throughput fair bandtvid the allocation to clients in a top-down fashion. The EBR and
allocation within the individual subtrees rooted at nade ABR of links are periodically measured by clients and APs,

A. General idea



and are reported in a bottom-up fashion along the tree so tbader, we prove by induction on the depth of nodes in the tree
the root node of each subtree has complete information tteat, after MMFA is executed at any nodethe bandwidth
correctly perform bandwidth allocation within the subtree allocation withinZ; (denoted byB;) is feasible and max-min

Pump-and-Drain is described in details as follows. throughput fair and thall’; = 1.

Pump: Once we have determined the valuebpf{which is Base casein the base case, nodeis a leaf client node.
currently initialized to 0), it will be straightforward toetler- Pump will assigna; p, bandwidth to node, which is clearly
mine the value ofB;, £;, andA; according to their foregoing feasible and max-min throughput fair for the singletGnand
description and the data structures reported by nodés.ikor W, = 1.
simplicity, we assume that these data structures are iitiplic  Inductive caself A > £;[|£;|], it is clear thatB; is feasible
updated each time a bandwidth allocation adjustment is madgthin 7; and thatiW; = 1. B; is max-min throughput fair,

If node i is an AP,b; = 0 and there is no need to performbecause there is no way to increase the bandwidth of any
Pump. If nodei is a client, the resource constraint at nade node inZ; without decreasing the bandwidth of another node
dictates thatiV; = % +3co. Bj 4 B ) < 1, where in 7; that has equal or already less bandwidth.

€j,i i, p;
W; represents the fraction of nods time needed to support « Onone hand, there is no way to increase the bandwidth of
the bandwidthB; assigned to nodes iff;. We refer toW; node: without decreasing the bandwidth of another node
as theworkload on nodes. If W; > 1, nodei is considered in 7; (which must have the same or less bandwidth), since
saturated To makeW,; = 1, the amount of bandwidth that node: is saturated.
should be assigned to nodas « On the other hand, for any nodein 7} rooted at some
nodej € Q,, there is no way to increase nodes
Ao 1o Z (Bj n i) Cap (1) bandwidth without decreasing the bandwidth of another
€ji  Qip R node in7; with the same or less bandwidth. Because by

JeQ our inductive assumption, bandwidth allocation witfin

o If A turns out to be the highest bandwidth assigned to (denoted bys;) has been max-min throughput fair. '
nodes in7;, we assignA bandwidth to node. Since We next examine the case whete< £;[|£; .
W; = 1, there is no need to perform Drain. Pump-and-
Drain is thus done.

« If A is not the highest bandwidth, we assign the current
highest bandwidth,C;[|£;]], to nodei. Consequently,
W; > 1 and Drain needs to be performed to decrease

the bandwidth assigned to nodesZnso thatiV; = 1. which must have the same or less bandwidth

Drain: Drain is performed in an iterative fashion. During | on the other hand, consider any nodlein 7; whose
each iteration, only those nodes with the highest bandwidth | 5.4qwidth is not the highest. It is clear that # i
in 7; (i.e., nodes inA;[|L;|]) are decreased, each by an
appropriate amoun#. Let n; denote the number of nodes
in 7; that are also inV;[|£;|], namelyn; = |7; N N;[|Li]]|.
To makeWW; = 1, the amount of bandwidth to be decreased
at each node io\;[|£;]], d, is given by

« On one hand, it is clear from the description of Drain
that B; is feasible after Drain, an@’; = 1. Since node
1 has been saturated, it is not possible to increase the
bandwidth of any node with the highest bandwidthZin
without decreasing the bandwidth of another nod&;in

and thus nodé must reside in7; rooted at some node
j € Q;. Meanwhile,b, is not decreased by Drain, since
only nodes inN;[|£;|]] are ever decreased. To prove
by contradiction, assume that we can increbgeo b,
without decreasing the bandwidth of another nod€&;in
with b or less bandwidth. LeB;- denote the resulting
X .5 Y bandwidth allocation withir?;, which is clearly feasible.
W, — | —/— + Z ( e ) =1 Compared with the originas; prior to Pump-and-Drain,
dip;  jog, \ G @i, P; the nodes inZ; with b or less bandwidth have never
W, —1 been decreased, since they are natif|£;|]. However,
X, n, L Xy bandwidth of nodé: can be increased. This contradicts
aor T 2jea; (? + ﬁ) the inductive assumption tha; has been max-min
o 1f 6> Li[|Ci)] — Li[|L:] — 1], we decrease the assigned ~ throughput fair.
bandwidth of each node i; [|£;|] by £:[|£:]]— L[| £i]— u
1] and repeat this iterative adjustment again. We illustrate the dynamics of MMFA and the effectiveness
« Otherwise, we decrease the assigned bandwidth of eadhmulti-hop WLANs using the example in Figure 3. In
node inAj;[|£;]] by § and it is now the case thd; = 1. the example network, solid lines represent direct assoost

— 6:

Drain is thus done. between clients and the AP. Dashed lines represent unused
links between nodes. Client-clients links have an EBR and
C. Correctness proof ABR of 11Mbps. Links connecting client 8,9 to the AP also

Theorem 1:MMFA achieves max-min throughput fairnesshave an EBR and ABR of 11Mbps. Links connecting client
Proof: Without loss of generality, we ignore the trivial5,6,7 to the AP have an EBR and ABR of 5.5Mbps. Links
case where the tree is a singleton of an AP. In a bottom-apnnecting client 1,2,3,4 to the AP have an EBR and ABR of



allocation within 7; (denoted by;) is feasible and
max-min time fair. Consequently, the resulting bandwidth
allocation withinZ; (denoted by3;) is max-min time fair
as well.

B. Detailed design

TBFA is a recursive procedure. In particular, the execution
11 11 11 11 of TBFA at each nodé consists of two steps.

0 0 n 0 « TBFA recursively calls TBFA for each child nodes Q;

to conduct max-min time fair bandwidth allocation within

7.
« After these recursive TBFA executions at nodesdn
2Mbps. Under max-min throughput fairness, each client will have returned, the TBFA execution at nodeoncludes
receive%Mbps bandwidth. by performing Pump-and-Drain at nodeto achieve a

In Figure 2, a multi-hop tree organization of the same max-min time fair bandwidth allocation withif;. After
network as well as a level-by-level illustration of MMFA  that, the TBFA execution at nodeeturns with its locally
applied on the tree are presented. By utilizing high quality ~maintained information and reports the information to the

Fig. 3. Max-min throughput fair bandwidth allocation in agie-hop WLAN.
Numbers represent bandwidth assigned to individual nodes.

client-client links, MMFA significantly improves throughp parent of node (if there is one). To implement Pump-
for every client in the network. In particular, some nodes and-Drain, node; needs to maintain and report to its
receive 1Mbps bandwidth and the others receffbps parentb;, B;, and|7;|, which can be locally determined

bandwidth, which are almost ~ 5 times as much as the by aggregating the information reported by its children.

soMbps assigned to each client in the single-hop organization 1A runs in a distributive way. For each tree rooted at
an AP in the WLAN, TBFA is called for the AP, which then
recursively calls TBFA for its descendants in the tree. The
rr%’equence of recursive TBFA executions expand in the top-
: . . ; down order and return in the bottom-up order (reportinglloca
B"?‘Sﬁ‘.d Fair _AIIocatlop (TBFA)an_ 0pt_|mal algonthm for max- information to their calling TBFA execﬂtion at(thgir pa?)ent
min time fair bandwidth allocation in multi-hop WLANS. At Finally, the AP determines the max-min time fair bandwidth

this point, we also consider the simple case of Slngle'A‘jjlzilocation within the whole tree and spreads the allocatiion

WLANSs where clients are organized into a tree rooted at tlgtﬁ - ; ;
. . . ents in a top-down fashion. The EBR and ABR of links
AP. Multi-AP WLANs as well as other extensions will be ! p-cow : I

; tiqated in Section V are periodically measured by clients and APs. Unlike MMFA,
investigated in section v. there is no need to spread link EBRs and ABRs.

A. General idea Now we describe the Pump-and-Drain of TBFA in details.

Given the multi-hop tree of a WLAN, TBFA also takes a Pump: Pump is done in an iterative fashion. Initially, each
bottom-up approach. At each nodén the tree, TBFA first node inQf is assigned 0 time share at nodleWe refer to
recursively conducts max-min time fair bandwidth allocati Nodes inQ;" that have been assigned time of nadessolved
within the subtrees rooted at node child nodes (if any), nodes, and refer to the other nodesdi asunsolvedhodes.
and then conducts max-min time fair bandwidth allocatiok€t/; denote the set of unsolved nodesdn. If a child node
within 7; by performing a similar but different Pump-and+ in Q; is assigned time of nodg we consider all nodes in
Drain operation at nodé The Pump-and-Drain operation ofZ; to have been assigned time of nodas well.

TBFA is as follows. During each iteration, based on the fraction of time avédlab

« Pump:We divide node’s time within O to ensure that: at node:, denoted byC; (C; < 1), Pump calculates the

(1) If nodei is an AP, its receives O time; otherwise, itverage amount of nodés time that should be assigned to
receives the highest time share among node@;jn (2) €ach unsolved node, which is given by

Each nodej € Q; either receives the highest time share

at nodei, or receives the amount of nods time that is Ci _

required to support the aggregate throughBuof nodes Xi+ > ke, | Tl

in 7;. Let B§.’ denote the aggregate throughput of nodes
in 7; that can be supported with nodis time that is Then, the fraction of nodés time that should be assigned to

IV. MAX-MIN TIME FAIR ALLOCATION

Following the general idea of Pump-and-Drain in a botto
up fashion, we here present the design and analysisnoé-

allocated to nodes iff; by Pump. an unsolved child nodg € Q; is clearly
 Drain: For each nodg € Q,, if B; > Bﬁ?, we need to
decease the bandwidth of nodes7h appropriately to Ci - |T;]

ensure thatB; = Bf and that the resulting bandwidth Xi+ D heus | 75|



(&) Pumpé&Drain at level 4  (b) Pump&Drain at level 3 (c) Pump&Drain at level 2 (d) After Drain at the AP

Fig. 2. Level-by-level illustration of MMFA in a multi-hop WAN. Numbers represent bandwidth assigned to individualeso

The aggregate throughplbig’ of nodes in7; that is allowed are decreased, each by an appropriate amédwnd such that
by nodei’s time allocated to nodes iff; is thus given by B; = Bf. 0 is given by

) . Ci| T 6 - || »
B X;-B; C; - |75 Xit > pew 1751 6-Xj-a5;+ Z ———~ = B; — Bj,
i J_ j . BP — i ) 1 X J
€ a;,p; Xi+ > peu, [Tl ! ei + —axi' k€Q;ONGIILSI] ex — asi

’ T g1 i, Py

. . , o which gives us
If node: is a client, its allowed bandwidth is given by .
B; — B
bi Ci Ci- ai,p; 6= : . Tk

= = b= —=""= X aj;+ e
AP I S R [ S i+ ke, l1L,) Ty X1

€k,j @4

If node: is an AP,b; is always O. If 6 > L;[|£;]] — £,[|£;] — 1], we decrease the time share at

If for some unsolved child nodg € U;, B; < BY, the node; of nodes inN;[|£;|] by £;[|£;]] — £;|£;] — 1] and
assumption that bandwidth allocation with#) is max-min repeat this iterative adjustment again. Otherwise, weedeer
time fair implies that nodg is not able to consume all of its their time share at nodg¢ by § and it is now the case that
allocated time of nodé. Let AC denote the amount of nodeB; = B}. Then for each child node € Q; whose time share
i’s time required to suppotB; at node:, which is given by at nodej has been decreased during the iterative adjustment,

we recursively perform Drain at that node, too. After these

B; + M recursive Drain executions have returned, the Drain ojerat
€5 @i, P; at nodej returns as well.

AC =

We solve such nodej by allocating AC' time of nodei to ¢ correctness proof
node; and removing nodg from ;. After all such unsolved
child nodes are solved, the current iteration terminatelsves
repeat the iterative procedure again.

If for every nodej € U; it is the case thaB3; > Bf, we

nodej its calculated time share at nodeand Pump is done. . . ) : )
Nodejz' is always solved during the Iagt iteration P computed bandwidth allocation withify is feasible and max-

Drain: Drain is also defined as a recursive procedure. Wm time fair. Without loss of generality, we here ignore the

. . . Ivial case where the tree is an AP singleton.
order to carry out the Drain operation, each nadecally Base caself TBFA is executed at a leaf node nodei’s
maintains the following information. IS execu !

) - o ) time is totally allocated to its own traffic. It is straightfeard
« Liis a complete list of distinct amounts of time share ghat node; is saturated and bandwidth allocation at singleton
nodei assigned to nodes i@;" . For ease of presentation,; is feasible and max-min time fair.
we assume thal; is an array organized in non-decreasing |nquctive case:For a non-leaf node, it is clear from
order. Namely,C;[1] < L;[2] < --- < Li[|£i]]. More-  he description of Pump and Drain that resource constraints
over,L; is automatically compacted so that the length of; jndividuals nodes are always obeyed. Therefore, TBFA
L; is always equal to the number of distinct amounts. gchjeves a feasible bandwidth allocation. Moreover, node
« The kth element of arrayV;, N;[k], is the set of nodes i5 saturated after Pump-and-Drain at nade
in Q" whose time share at nodes £;[%]. From the description of Pump, it is clear that for each node
Assume that we need to perform Drain at ngdbecause i, any nodej € Q; either receivesj- time of nodei or receives
B; > BY. We decrease the time share at ngdef nodes in the highest time share at nodeamong nodes irQ;". Drain
Qj in an iterative procedure that is reverse to the iterativeperation reduces the time share at nédef nodes inQ;
procedure of Pump. During each iteration, only those nodisdecreasing order of their time share at nadand nodes
with the highest time share at nogldi.e., nodes inV;[|£,|]) with the highest time share at nodealways remain among

Theorem 2:TBFA achieves max-min time fairness.
Proof: In a bottom-up order, we prove by induction on
the depth of nodes in the tree that after TBFA has finished
executing at any nodé: (1) Nodei is saturated. (2) The



the nodes with the highest time share at nod€herefore, it
remains to be the case that any ngde Q; either receives
tj- time of nodei or receives the highest time share at node
among nodes iQ;".

Since node’ is saturated, there is no way to increase the
time share at nodeé of any node with the highest time share
among nodes i®;", without decreasing the time share at node 5T 9 9 9
1 of some node ier that has equal or already less time shaimg. 5. Effectiveness of a good multi-hop structure. Nursbepresent
at nodei. Any nodej € Q; that receives’ time of nodei can assigned bandwidth of individual nodes.
not receive more time share at nagdsince nodg is saturated

(by inductive assumption). The conclusion is that bandwidt ) ) _
allocation within'T: is max-min time fair virtual switch node representing the backhaul link and eahn
3 .

it to the AP using a channel with infinite EBR and ABR. The

A level-by-level bottom-up illustration of TBFA applied onVirtual switch is also connected to the infrastructure gsin
the example network in Figure 3 is given in Figure 4. Th@" uplink whose EBR and ABR are equal to the backhaul

multi-hop tree structure is the same as Figure 2. Comparre"i']oacuy' Like the AP, the virtual switch always receives 0
with the client bandwidth vector computed by MMFA in I:ig_ba_mdmdth_, too. Our bandwidth allocation schemes apply on
ure 2, TBFA generally leads to a higher aggregate throughrm'tS new virtual WLAN as usual.

by favqring_ forwarding clients near the AP. This property IR1ulti-AP WLANS

appealing in many cases and more importantly, gives better _ ) o

motivation for clients to serve as a forwarding node near the!n many locations such as a large office building, a number
AP, which means they will forward more traffic than theiPf APS may be deployed to provide improved coverage and

descendants in the tree. throughput. We point out that it is also straightforward to
extend our bandwidth allocation schemes to handle suclscase
V. EXTENSIONS If the shared backhaul link has sufficient bandwidth, there

So far we have been dealing with a simplified WLANS no need to do anything. Because there is no contention
model. In real applications, there are a number of pra@icapetween APs for limited backhaul capacity. We just run our

important factors that need to be considered. Here we extétgorithms within the trees rooted at individual APs sefedya

MMFA and TBFA to address the following issues. In the presence of a shared backhaul link with limited cagaci
we can extend our schemes in a similar way. In particular,
Legacy clients we create a virtual switch node representing the backhaul

It is important for our proposed bandwidth allocatiofink and connect it to the APs using channels with infinite
schemes to be incrementally deployable. Namely, they shofiBR and ABR. The virtual switch is also connected to the
seamlessly adapt to the case where a considerable portiofg@structure using an uplink whose EBR and ABR are equal
clients use legacy interfaces that are not able to partieipd® the capacity of the backhaul. The virtual switch always
and respond to our schemes. We point out that our algorithfg§eives 0 bandwidth. Our bandwidth allocation schemelapp
do not assume or rely on the cooperation of such lega@§ this new virtual WLAN as usual.
interfaces. For example, a legacy 802.11 client interface i
still directly associated with the AP that presents it with
the strongest received signal strength indicator, and itois ~ Our fair bandwidth allocation algorithms in combination
required to forward traffic for any other node. Since suchkatir with appropriate multi-hop structures can significantlypnove
associations form a part of the tree topology and bandwidthent throughput without sacrificing fairness. For the reyxde
allocation can be done by APs and forwarding nodes, oWLAN in Figure 3, the multi-hop structure in Figure 5

VI. TREE CONSTRUCTION ALGORITHM

bandwidth allocation schemes apply as usual. demonstrates the effectiveness of a good tree structuiegUs
o ) the multi-hop structure in Figure 2(d), the max-min thropgh
Limited capacity backhaul fair bandwidth allocation assigns 1Mbps bandwidth to some

By now, we have been assuming that the AP is connecteients andgMbps bandwidth to other clients. However, using
to the Internet infrastructure through a backhaul link witthe multi-hop structure in Figure 5 leads to a more throughpu
sufficiently high bandwidth, so that the aggregate throughpfair bandwidth allocation where each client recei\lésk/lbps
of the WLAN is always fully supported. This is the casdandwidth and the aggregate throughput remains the same.
in many office buildings with 100Mbps or Gigabit LANIn this section, we study the problem of finding good tree
infrastructure. However, there are also many cases where #ltructures and present otiree Construction Algorithm (TCA)
WLAN is connected to the Internet using a limited capacitior that purpose.
backhaul such as a 768Kbps DSL link. We point out that Before we can proceed to find a “good structure”, it still
a slight extension of our bandwidth allocation algorithmeemains to define the notion of “good structure”. Considey tw
suffices to handle such cases. In particular, we can creatstaucturesp and 3, whose resulted client bandwidth vectors
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(@) Pumpé&Drain at level 4  (b) Pump&Drain at level 3 (c) Pump&Drain at level 2 (d) Pump&Drain at the AP

Fig. 4. Level-by-level illustration of TBFA in a multi-hop WAN. Numbers represent bandwidth assigned to individualeso

under some certain fairness policy &g andBgs, respectively. migrating client 3 to become a leaf child of client 7 leads to
We define7, to be “better” thanZs if and only if B, has a the better structure in Figure 5, where MMFA assiéthbps
higher lexicographical value thaB. We adopt this definition bandwidth to every client, which is considered better adicmy
of “good structure” because our algorithms significantly imto max-min throughput fairness.
prove throughput in multi-hop WLANSs. Therefore, in defining Node arrival and departure can be smoothly handled in a
“good structure” we should be more focused on fairness similar way. Each time a new client joins the WLAN, TCA
balance between throughput and fairness. However, we pdigsts all (smart) accepting nodes and picks the one that will
out that the reader is free to use any other notion of “godead to the locally best new structure after accepting the
structure” in our TCA to find good structures of interest. new client as its child. The new client is then attached as
Finding the optimal network topology is a non-trivial taskits child, and bandwidth allocation within the new struetur
In the case of max-min throughput fairness, this problem is conducted using the appropriate fair bandwidth allocati
actually provably intractable. Bejerams al. [11] have shown algorithm. If fast association is preferred, TCA may pickeon
that it is NP-hard to find the optimal association betweenf the APs based on some quick evaluation, and try to improve
APs and clients such that each client is associated with dinve resulting structure in successive iterations as us§iath
single AP. The NP-hardness of finding the optimal multi-hoguick evaluation may be strongest received signal strength
structure directly follows, since this is a more generalizendicator (RSSI) or least-loaded-first (LLF), etc. When a®ao
problem. leaves the WLAN, its children (if any) can be directly attadh
Given that finding the optimal structure is a non-trivial antb some AP (based on similar quick evaluations) in order to
even intractable task, we here present our TCA, a heuristignimize the communication disruption perceived by ckent
to incrementally improve network structure in a smooth wayhich are descendants of the leaving node. After adjusting
TCA runs in a (possibly periodic) iterative fashion. Durindpandwidth allocation, TCA will try to improve the resulting
each iteration, for each smart client nodéhat implements structure as usual.
our schemes), it probes tmigrate node: with its subtree  Legacy clients still associate with APs as they usually do,
from its current location to become a child of another ngde and TCA does not interfere with them at all. They are neither
which may be one of the APs or a smart client that is not irequired to migrate nor required to accept migrating cties
7T;. The resulting client bandwidth vector is calculated usinipeir children. As legacy clients do not have any child node,
the corresponding bandwidth allocation algorithm. All Isucthey do not need to participate bandwidth allocation atparj
candidatg(i, j) pairs are tested. If the bandwidth vector of theither. Because their own bandwidth can be controlled by the
best(i, 7) pair is better than the current bandwidth vector, TCAP that they are associated with.
migrates client node with its subtree to be a child of node In summary, our solution combining our TCA and band-
This resulting new structure is the locally optimal struetthat width allocation algorithms provides a practically intstiag
we can find at this point, and is accepted as the new structuggooth transition from legacy single-hop WLANs to smart
After that, TCA calls MMFA or TBFA for the new structure multi-hop WLANs by two means.
to perform fair bandwidth allocation, according to the a@op  « Our solution seamless integrates legacy clients with smart

fairness policy. The migration decision and the correspund clients and hence allows a smooth transition from legacy
bandwidth allocation within the WLAN are reported to the  technology to smart technology through incremental de-
clients involved. The involved clients perform the migoati ployment. Such incremental deployment is not only more

and rate control accordingly. This iterative proceduretshal feasible than global upgrade, but also better motivated

at the point where such a locally better structure can not be by our proposed algorithms, which reward individual

found. clients investing to upgrade their device with much more
For example, assume the current structure of the WLAN in  perceivable throughput improvement.

Figure 3 is the one in Figure 2(d). MMFA assigns 1Mbps « TCA constantly improves network throughput by improv-

bandwidth to some clients angiMbps bandwidth to other ing network structure. Arrival and departure of nodes can

clients. During the following iteration, TCA decides that  be handled as structure changes in the same smooth way.
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Note that RSSI and ILBA only decide the association between o™ .. . L e
clients and APs. Different fairness policies can be enfbme Client ndex Client ndex

any given association. For throughput faimess, we compare oo """ s
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we compare our “TCA+TBFA’ with RSSI. Since ILBA is
designed for optimizing max-min throughput fairness, imdg

Client Bandwidth (Mbps)
Client Bandwidth (Mbps)

compared under time fairness. os os
Similar to [11], we choose link EBRs and ABRs according  °; " 00 e R e
to the bit rates commonly advertised by 802.11b vendors. In  °  ° et " R o U

particular, we assume that the EBR and ABR are 11Mbpsig. 6. Bandwidth allocation by different schemes in difier scenarios.
for links no longer than 50 meters, 5.5Mbps for links no

longer than 80 meters, 2Mbps for links no longer than 120

meters, and 1Mbps for links no longer than 150 meterare distributed in a square area uniformly at random. We
respectively. The transmission range of an AP is 150 metebglieve this represents a moderately loaded network. Four
The backhaul connecting APs to the infrastructure has aaypirepresentative scenarios are examined in our simulations.

LAN capacity of 100Mbps, which is more than enough t0 | gcenario I:150m x 150m area, one AP at each corner.
support the aggregate throughput of the WLAN. « Scenario I1:300m x 300m area, one AP at each corner.
o Scenario Ill: 150m x 150m area, one AP at the center.

Performance metrics :
Scenario IV:300m x 300m area, one AP at the center.

The performance of our solutions has two key aspects.

« Throughput:We study the client throughput distributionthe results in Figure 6. For each individual scheme in com-
provided by individual schemes. In particular, we exam- :
ine the lowest client throughput, median client througtﬁ—

) . imulations in non-decreasing order. Note that in Scenario
put, highest client throughput, and aggregate throughpyt

H: clients barely h t th AP, s0 ILBA
o Fairness: We use Jain’s Fairness Index [16] to evalub’ clen's barely have access to more fhan one A" So
ate the fairness provided by individual schemes. TFIE
Jain’s Fairness Index of a bandwidth vectét =

(b1,ba, -+ ,by) is given by

BA does not make difference at all since there is only one
AP. Intuitively, the reader can think of the network settiag)

For each scenario, we conduct 1000 simulations and present

arison, we present client throughput averaged over 1000

ehaves essentially the same as RSSI. In Scenario Il and 1V,

that of an indoor environment. Although in a typical indoor
or bi)Q environment nodes may not be as far away from each other
m as in our network setting, various indoor signal degradatio
N . = . _ effects are similar to the effect of longer distance.
Intuitively, a bandwidth vector's Jain's Fairness Indetis  prom the simulation results presented in Figure 6, the
ifitis perfectly fair (i.e., clients receive equal band®ili  fo|lowing conclusions clearly stand out. (1) Our proposed
and is if it is completely unfair (i.e., only one client is “Tca+MMFA" solution provides universally better client
assigned bandwidth and all other clients are not).  throughput than ILBA and RSSI for throughput fairness.
Additionally, as TCA tries to iteratively improve the multi (2) Although our proposed “TCA+TBFA’ solution is not as
hop tree structure, we also study the converging speed dait as “TCA+MMFA’, it provides universally better client
adaptation ability of our proposed solutions. throughput than ILBA for throughput fairness and RSSI for
« ConvergenceWe examine the converging process of oupoth throughput fairness and time fairness. This propefty o
proposed solutions, starting from the single-hop associd:CA+TBFA’ is quite appealing. (3) Our multi-hop WLAN
tion based on RSSI until TCA converges to some localolutions not only improves client throughput, but also im-
optimal multi-hop tree structure. proves coverage. In Scenario Il, clients located around the
« Adaptation: We examine the ability of our solutions tocenter can not directly associate with any AP. Techniques
quickly adapt to network topology changes such as noti@sed on single-hop direct association such as RSSI and
join and node leave. Both regular topology changes atldBA will allocate 0 bandwidth to these clients. In contrast

random topology changes are simulated. our multi-hop WLAN solutions can effectively provide good
] throughput for these clients.
Throughput and fairness Using the same client throughput data, we also examine

We first compare the client throughput provided by ththe fairness and aggregate throughput achieved by schemes i
schemes in comparison. In our network setting, 30 client®mparison. To evaluate their fairness properties, weeptes



lowest client bandwidth is only increasing.

After TCA has converged, the adaptation properties of each
solution are investigated under two different scenariegular
topology changes and random topology changes. The lowest
client bandwidth at each iteration of TCA is presented. In
the scenario of regular topology changes, topology changes
occur every 20 iterations. In the scenario of random topplog
changes, a topology change occurs with probability 0.25
at each iteration. Each topology change involves a random

Scenario | Scenario Il Scenario Il Scenario IV

0.8

0.4

Jain’s Fairness Index

P TP i TP P TN P TN node departure followed by a random node arrival. Topology
o ‘v ad ‘Q o KQ« < ‘W« changes are handled by TCA using the proposed quick eval-
o o o o uation based on RSSI. In the figures, each topology change
Fig. 7. Jain's Fairness Index of schemes in comparison. is represented by a dashed vertical line. From the figures, th

conclusion is that our solutions converge quickly and aligequ
responsive to topology changes.

Scenario |
40~

VIIl. RELATED WORK

Fairness in wire-line networks has been extensively studie
in the literature, but resource allocation constraintqi§iig
cantly differ in wireless networks. Therefore, fair bandthi
allocation problems require a fresh investigation in thetert
of wireless networks. We briefly review the most relevant
work.

In [17], Nandagopalet al. propose scheduling schemes
for maximizing the sum of user utility in wireless networks,
and point out that max-min fairness can be achieved as a

Fig. 8. Aggregate throughput (Mbps) of schemes in compariso ~ Special case using a certain choice of utility function siass
and Sarkar [18] argue that the optimization scheme becomes
inefficient in such special cases and that max-min fair band-
the Jain’s Fairness Index [16] computed from the bandwiditidth allocation should be addressed separately. To derive
vector of each scheme in Figure 7. The aggregate throughpaltution for max-min fair bandwidth allocation, the authase
of individual schemes is presented in Figure 8. From thenetwork model with a number of simplifying assumptions.
figures, two conclusions can be drawn by comparison. (1) OBor example, it is assumed that links that do not share nodes
multi-hop schemes significantly improve throughput withowvill never contend for channel access. Moreover, only singl
sacrificing fairness. If clients can directly associatehwdtPs hop flows are considered. [19] and [20] study arbitrary link
(Scenario | and 111), the aggregate throughput is improved lrontention graphs, but stick to the formulation where only
up to 114%. If some clients can not directly associate wittsingle-hop flows are considered. Recently, Gambiretzal.
any AP (Scenario Il and 1V), even much more throughp{i13] take efforts to formulate the case of multi-hop flows and
improvement can be achieved. (2) In cases where some cliemtsitrary link contention graphs. However, rigid analyaisd
can not directly associate with any AP, our multi-hop schempandwidth assignment are only presented for the special cas
significantly improve fairness as well, by providing goodavhere only one link within the whole network can be active

321
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Aggregate Throughput (Mbps)
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throughput for those clients. at any point of time. In other words, the link contention drap
. . . is a cligue containing all the links.
Dynamic topologies, convergence, and adaptation This paper differs from previous work in the following

As TCA works in an iterative fashion, we also examways. First, we focus on the case of multi-hop WLANS.
ine the convergence properties and adaptation properfiesSecond, we focus on allocating achievable fair shares ad-ban
“TCA+MMFA’ and “TCA+TBFA’ using Scenario | and 40 width to individual flows instead of scheduling and queuing
clients. Simulation results of the the two examined sohgio schemes. Third, we not only address multi-hop flows, but also
are presented in Figure 9 and Figure 10, respectively. Fage a more general formulation that (implicitly) accommnteda
each solution, we first examine its convergence procedsgjar arbitrary link contention graphs. Fourth, we also addréss t
from the single-hop configuration where each of the 40 dienproblem of choosing an appropriate multi-hop structure.
directly associates with an AP, until after TCA converges to In the context of single-hop WLANs, a number of re-
a locally optimal multi-hop tree structure. The lowest wtie searchers have investigated fairness and throughputsissue
bandwidth, the median client bandwidth, and the higheshtli To name a few, Heusset al. [10] report the “performance
bandwidth at each iteration of TCA are presented. Note thetomaly” of IEEE 802.11 WLANs due to the throughput-
TCA aims to improve max-min throughput fairness, so thieased fairness they implement. Tan and Guttag [5] propose
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