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“The quality of the imagination is to flow and not to freeze”
Ralph Waldo Emerson

In this exam, your goal is simple: to trace t@v of what is happening in some of the systems and code sequences
we have studied. For example, when we have a file system thamesnoryfor caching data, diskfor its persistent
storage, and aser bufferin the application’s address space to read data into, wetrngghthese labels:

1. user buffer
2. CS cache
3. disk

If a question then asked, “what is the flow of data when an agfitin first reads data from disk?” you might answer,
“3, 2, 1” because the data is read from the disk into the OSeacil then finally copied into the user buffer. If the
block is read again, the flow is simpler: “2, 1”. Why? Becausedata is fetched from the cache and avoids the disk
altogether.

Note that some answers might have no flow at all, i.e., the yifigt. For those questions, you can just write
down “empty” or “nada” or “zilch” or “-" or “()" or any other of your favorite symbols for an empty flow.

In this exam, most of your answers will be flows of this nat@écourse, each question asks for slightly different
flows and their meaning is specific to each question. Thuasptead each question carefully!

Good luck! It has been a fun semester (for me, at least). Daimitit now.
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1. Scheduling Flows.The first flow you will concoct is the flow of jobs through a systéWe have the following
jobs: A, which runs for 10 seconds, B which runs for 20, and Gciiuns for 5. Assume the following labels
for our flows:

runs
ends
runs
ends
runs
ends

ook wNE
0O0Omwm > >

Let's now answer some questions about what happens underedif scheduling disciplines. If, for example,
you wished to indicate job A ran to completion, you would writown: “1, 2” (to indicate A runs for a while,
and then A ends). Of course, scheduling all three jobs wéllitein longer flows. Also note that while 1, 3, and
5 may be used multiple times in a flow, 2, 4, and 6 should onlydselwnce to indicate when a particular job is
all done.

(a) Assume shortest-job-first scheduling (SJF). What isflthe that occurs assuming we wait for all three
jobs to be complete?

(b) Assume round-robin scheduling with a short (1 secomdg tslice. What is the flow that occurs assuming
we walit for all three jobs to be complete?

(c) Assume round-robin scheduling with a very long timeesflonger than 30 seconds). What is the flow that
occurs assuming we wait for all three jobs to be complete?

(d) Assume a biased round-robin scheduling that gives A a thice of 2 seconds, B a time slice of 4, and C
a time slice of 1 second each time they run. What is the flowdhbatirs assuming we wait for all three
jobs to be complete?

(e) Assume a multi-level feedback queue scheduler like tie we discussed in class; any round-robin
scheduling that occurs has a time-slice of 1 second. Whhetifldw that occurs assuming we wait for all
three jobs to be complete?
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2. Semaphore Flows:Assume we want to build a semaphore out of locks and condiaoiables. We have some
basic code pieces lying around:

while (s <= 0)
while (s >= 0)
while (s > 0)
while (s < 0)
while (s == 0)
s--;

S++;
cond_wai t (&cond, &l ock);
cond_si gnal ( &cond);

mut ex_| ock( & ock);

mut ex_unl ock( & ock) ;

PoOOXXNOGORWNE
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Your job is to implement some different semaphore varianthk these code chunks. For example, a rather
useless code sequence would be “6, 77, which would decresdayt 1 (“s—") and then increment it by 1
(“s++"). But this is how you specify a code sequence with flows

Assume you are implementinganary semaphore Thus, you have to implement two routinsemwai t ()
andsempost () .

(@) What is the minimal flow of operations you need to impletsamwai t () ?

(b) What is the minimal flow of operations you need to impletreempost () ?

Now assume you need to build a generalized semaphore. Trapbene is initialized with the following
code:

seminit(int value) {
s = val ue;
}

where “s” is the variable that holds the value of the semaghor
(c) What is the minimal flow of operations you need to implebssmwai t () ?

(d) What is the minimal flow of operations you need to impletreempost () ?
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3. Monitor Flows: In this problem, we consider the producer/consumer prolleitten in a Monitor with condi-
tion variables. Consider this code:

i nt data[ MAX];
int fill =0; int use = 0; int num= 0;
cond_t enpty, wait;

voi d produce(int elenent) {

whil e (num == MAX) /1 pl
enpty.wait(); /1 p2
data[fill] = element; /1 p3
fill = (fill + 1) % MAX; /1 p4
numt+; /1 p5
full.signal (); /1 p6
}
i nt consune() {
while (num == 0) /1 cl
full.wait(); /1 c2
int tnp = datafuse]; /1 c3
use = (use + 1) % MAX; /1 c4
num - ; /1 ¢5
enpty. signal (); /1 c6
return tnp; /1 c7
}

Assume there are two threads: one producer and one consantethat the producer repeatedly calls the
produce() method and that the consumer repeatedly callsahgume() method. Assume also that a context
switch only happens when one of the threads calls the waitf)ifove on a condition variable. Assume that
MAX=1. Also assume the producer runs first.

(a) Write down the flow (e.g., “p1, p3, ...") starting with theoducer and ending when the consumer success-
fully consumes two data items.

(b) Do the same, but assume that MAX=2.

(c) Now assume that every time a signal occurs, a contextBwitcurs as well (if there is a runnable thread).
Assume MAX=1 again. Assuming the producer runs first, writevd the flow (e.g., “p1, p3, ...") starting
with the producer and ending when the consumer successfutigumes two data items.

(d) Do the same, but assume that MAX=2.

(e) Finally, assume there are two producers and two consyrbat only a single condition variable (not
“empty” and “full” but a single condition variable “c”). W& down a flow that demonstrates why having
a single condition variable doesn’t work for the producensumer problem. You can assume context
switches occur wherever you need them to.
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4. Deadlock Flows:In this problem, we consider flows that might lead to deadlé@dsume we have two threads,
and they of course may be arbitrarily interleaved (depemdimwhat the scheduler does). Assume that the two
threads will repeatedly run the following sequences of ¢cogspectively:

Thread 1 Thread 2
| ock( &mut ex1); | ock( &mut ex?2);
| ock( &mut ex?2); | ock( &mut ex1);
/1 critical section [l critical section
unl ock( &rut ex2) ; unl ock( &rut ex1) ;
unl ock( &rut ex1) ; unl ock( &rut ex2) ;

gk wNE
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(a) Write down a flow that leads to deadlock:

(b) Write down a flow that leads to deadlock that has the fepessible context switches:

(c) Write down a flow that leads to deadlock that has the mossipte context switches and that does not
re-use a flow element (e.g., 1 ... 5, or a ... €) more than ontevaere thread 1 starts just before “1” and
thread 2 starts just before “a”:

(d) Write down a flow that has one thread in the critical setéind the other waiting on a lock and no deadlock,
starting thread 1 just before “1” and thread 2 just beforedgain:

(e) Write down a flow that has one thread holding both lockstaedther holding just one:
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5. FFS Flows: This question is about the Berkeley Fast File System, FF&dReber, the first file system that

realized it was built on a mechanical disk? The questiondeswn the flow of data to disk, i.e., where does
FFS place files?

Assume we have 10 cylinder groups (or block groups) on disky@u might recall, each group has four basic
components: an inode bitmap (Bi), a data bitmap (Bd), someéds (1), and some data blocks (D).

This question focuses on which data structures are touched wertain operations occur. For example, if an
application read a 1-block file in the second block group fline would be: “21, 2D”, because to read that file,
the application first has to read its inode and then its datekhboth of which are in the second block group.
Assume for these questions that all files and directoriesldrock in size unless otherwise specified. Also
assume the root directory is found in block group 1.

(a) There is an existing file “/foo” in block group 3. An apgiton wishes to read it from disk. What is the
flow of reads from disk needed to satisfy this request? (Relpeeno start at the root)

(b) Now an empty file “/bar” is created in the same directoryf@s (i.e., the root directory). What flow
describes the writes to disk needed to create “/bar"? (Ntite:exact ordering does not matter in this

case.)

(c) Now assume that someone runs “Is” on the root directoy w&ants to obtain the size of each file or
directory within. What is the flow of reads from disk?

(d) Finally, assume another file is getting created in the dir@ctory, “/big”. Assume it is a really big file.
As it keeps growing and growing and eventually nearly fillthg disk, what flow might describe the its
sequence of writes to disk?
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6. LFS Flows: This question is about the log-structured file system, LFSmBmber, the file system that treats
the disk kind of like a tape?

LFS has a bunch of data structures, including some new oagsythical file systems like FFS don’t have. Here
is a list of some important ones:

1. inode

2. data bl ock

3. segnent sunmary bl ock
4. inode map

5. checkpoi nt region

In this question, you will write down which data structures accesseffom the disk to complete a particular
operation. Assume you start with nothing in memory; thusy yast read everything you need to read in order
to complete the request.

(a) Given the inode number of a file, which structures mustigadl in order to calculate the location of the
inode on disk?

(b) Given the inode number of a file, which structures mustngad in order to read the inode from disk?

(c) Given the inode number of a file, which structures mustngad in order to read the first data block of the
file from disk?

(d) Given the inode of a directory containing a file, whichalstructures must you read in order to read the
first data block of the file?

(e) Given a data block on disk, which data structures mustrgad in order to determine whether the block
is live or not?
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7. NFS Flows: This question is about flows in NFS, Sun’s Network File SystBamember NFS, the block-based
protocol with a focus on simple crash recovery? There aretjus machines we are considering, a client and a
server. Here are the possible components of a flow:

application buffer
client nenory
client disk

net wor k

server nenory
server disk

ok wNE

(a) An application (on the client) opens a fiiewhich contains a data blodR. What is the flow ofD through
the system?

(b) An application (on the client) reads bloékfrom file F for the first time. What is the flow ab through
the system?

(c) The application read® from F again, right after reading it the first time. What is the flon/o?

(d) The application waits bbongtime, and then read® from F' again. What is the flow oD now? Does this
read take longer than the previous re-read? (Why or why not?)

(e) The application now writes a blodR2 to an existing fileG. What is the flow of blockD2?

() The application, after writing>2 to file G, closes the file. What is the flow d@#2?

10
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8. AFS Flows: Now we are going to do the same question, but for AFS (the Andide System). Remember
AFS, the system from Carnegie-Mellon that makes good usecal Hisks?

application buffer
client nenory
client disk

net wor k

server nenory
server disk

ok wNE

(a) An application (on the client) opens a fiiewhich contains a data blodR. What is the flow ofD through
the system?

(b) An application (on the client) reads bloékfrom file F" for the first time. What is the flow ab through
the system?

(c) The application read® from F' again, right after reading it the first time. What is the flow/o?

(d) The application waits bbongtime, and then read® from F' again. What is the flow oD now? Does this
read take longer than the previous re-read? (Why or why not?)

(e) The application now writes a blodR2 to an existing fileG. What is the flow of blockD2?

() The application, after writing2 to file G, closes the file. What is the flow @27

11
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9. RAID Flows. This question is about flows of 1/0s in a RAID system. In RAIBeme 1/Os can happen in
parallel, whereas some happen in sequence. To indicatd@sdtio blocks 0 and 1, for example) in a flow can
happen at the same time, we write: “(0 1)". To indicate twoslf@ust happen in sequence (i.e., one before the
other), we would use this notation: “0, 1". These flows canwié lmto larger chains; for example, consider the
sequence “(0 1), (2 3)", which would indicate I/Os to blockarid 1 could be issued in parallel, followed by
I/Os to 2 and 3 in parallel.

We can also indicate read and write operations in a flow witlatd “w”. Thus, “(r0 r1), (w2 w3)” is used to
indicate we are reading blocks 0 and 1 in parallel, and, whais finished, writing blocks 2 and 3 in parallel.

Assume we have the following RAID-4, with a single parityldis

0 1 2 3 PO
4 5 6 7 P1
8 9 10 11 P2
12 13 14 15 P3

(and so forth)

(a) Assume we musead blocks 0, 5, 10, and 15 as fast as we can. What is the flow of tilesks?

(b) Assume we musead blocks 100, 109, 126, and 85 as fast as we can. What is the fltvesé blocks?

(c) Assume we mugead blocks 0, 4, 8, and 12. What is the flow of these blocks?

(d) Now assume we will be writing. Assume we mustte block 5. What is the I/O flow?

(e) Assume we mustrite blocks 5 and 10. What is the 1/O flow?

() Now assume that we changed from a RAID-4 to a RAID-5 systeith rotating parity. How can we
arrange the data and parity blocks across the disks so aske tha writes to 5 and 10 go as fast as
possibledraw a picture)

12
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10. Virtual Machine Monitor Flows: We have an application accessing memory running on an OSasitftware-
managed TLB. Assume, for simplicity, a simple linear padde&ept in physical memory. Here are some
different hardware and software things that can happemdumiemory access:

t he
t he
t he
t he

t he
t he

har dware checks the TLB to see if the VPN-to-PPN translation is present
hardware issues a load to a physical address

cs
cs
os
os
cs

a di sk
a di sk

0
1
2
3.
4. the
5
6
7
8

code
code
code
code
code

at the start of the TLB niss handl er runs

at the end of the TLB miss handler runs (return fromtrap)
that accesses the page table to | ookup a translation runs

that updates the TLB with a new mappi ng runs

that updates the page table with a new VPN-to- PPN mappi ng runs

request is initiated
request conpl etes

At first, assume we aneot running on a VMM, i.e., this is just an application runningtop of the OS.

(a) Write down the flow that occurs when a user applicatioroenters arLB hit :

(b) Write down the flow that occurs when a user applicatioroenters arLB miss to a valid page that is
presentin memory:

(c) Write down the flow that occurs when a user applicatioroeinters arLB miss to a valid page that isot
presentin memory:

Now assume that the OS is running on a virtual machine monitbere are a few more possible events
for these flows (for simplicity, just these three):

9.
10.
11.

the VMM code at the start of the VMM TLB m ss handl er runs
the VMM code at the end of the VMM TLB nmi ss handl er runs
the VMM code that updates the TLB with a new nappi ng runs

(d) Write down the flow that occurs when a user applicatioroenters arLB hit :

(e) Write down the flow that occurs when a user applicatioroanters alLB miss to a valid page that is
presentin memory:

13
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11. Last Question: What is the one most important feature that an operatingesystbsolutely should have but
in your experience it does not? Note: this is not a flow questRather, it just seeks your opiniolo this
guestion last!
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