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ABSTRACT

Clock synchronization between Internet hosts is important in a variety of applications including gaming, finance and measurement. While clock synchronization issues in wireline networks have been well studied, mobile hosts present challenges that have not received as much attention. In this paper, we describe a study of clock synchronization in mobile hosts, which often implement a simplified version of the Network Time Protocol (NTP), known as SNTP, due to resource constraints typical of mobile devices. We begin by reporting an analysis of logs from NTP servers that highlights the significant differences in synchronization behavior of wireline vs. wireless hosts. This analysis motivates a laboratory-based study of the details of clock synchronization on mobile hosts, which reveals the causes and extent to which synchronization can become misaligned. We then describe a new protocol that we call Mobile NTP (MNTP), which is designed to be simple, efficient and easy to deploy. We implement MNTP on a wireless laptop and demonstrate its capability over a range of operating conditions. We find that MNTP maintains clock synchronization to within 25ms of a reference clock, which is over 12 times better than standard SNTP.
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1. INTRODUCTION

The notion of time and the invention of mechanisms to track it have a long history. One perhaps inevitable aspect of time was the need to synchronizing clocks in separate geographic locations. This capability first emerged in earnest in the 19th century to enable complex railway schedules to be managed [48]. Modern computing and communication systems rely intrinsically on time synchronization for basic operation and in a wide variety of distributed applications.

The basic operation of time synchronization in a distributed environment assumes the presence of a high precision reference clock, which serves as the source of accurate time for other systems. Remote systems interact with the reference clock periodically to synchronize (discipline) their local clock. The primary challenges in such a distributed environment are (i) the variation in crystal oscillator quality and environmental conditions (which determine clock drift), (ii) characteristics of the network paths that separate the remote host from the reference clock (which can limit synchronization accuracy [21]), and (iii) the protocol that is used to discipline the clock on the remote host.

The efforts of Mills led to standardization of the Network Time Protocol (NTP) in 1985 [37]. NTP is widely used in the Internet today. At its core are high precision reference clocks (typically atomic clocks or GPS-based clocks) that form the foundation of a widely distributed hierarchy of public time servers. The protocol mechanisms are based on periodic exchanges of information between clients and servers. However, the specific behavior of any particular client and its level of synchronization with a server can vary widely [52]. Furthermore, for devices that do not require all the performance and accuracy benefits of NTP, a subset of NTP called Simple NTP (SNTP) [39] is used.

While the use of mobile computing devices, including smartphones, has exploded over the past decade, to the best of our knowledge, very little attention has been paid to their particular challenges for time synchronization. We argue that the need for tight time synchronization for applications such as gaming, finance and measurement will become increasingly important as mobile handset use continues to grow. We also argue that several of the key challenges for time synchronization noted above—in particular, the possibility of dramatic changes in environmental conditions and highly variable path conditions between clients and servers—require detailed consideration in order to understand the efficacy of standard approaches.

1In this study, we follow the definitions described in §2 of Paxson et al. [45] for the terms drift, offset, skew and accuracy.
In this paper, we address the issue of time synchronization in mobile systems. Our first objective is to understand the time synchronization behavior of mobile hosts in the Internet today. Our specific objective is to assess the time synchronization protocols and configurations that are used by mobile clients and in particular the one-way delay latencies that they experience, which can limit synchronization. This aspect of our study serves as a baseline for the second part of our investigation. Specifically, our second objective is to understand the range of behaviors of mobile time synchronization under a range of wireless operating conditions. This leads to the final component of our study, which is the specification and examination of Mobile NTP (MNTP), a new protocol for time synchronization of mobile clients.

We begin our study by examining logs gathered from 19 NTP servers located in the US over a period of 24 hours. Our focus is on the wireless hosts that are identified in the logs using simple heuristics based on their IP addresses. The logs include time synchronization requests from over 86,312 unique US mobile hosts. The logs reveal that over 95% of the mobile hosts use the SNTP simplifications to NTP for synchronization. The logs also reveal that typical one-way delays (OWD) to mobile hosts vary between 1ms to 997ms. The combination of the use of SNTP and highly variable OWDs suggests that tight time synchronization in mobile hosts is likely to be quite challenging.

We expand our examination by conducting a series of controlled laboratory experiments. The focus of these efforts is to assess the impact of SNTP and variable path conditions on the ability of mobile hosts to synchronize with a reference server. To facilitate repeatability of our laboratory experiments, we develop a scriptable tool which is able to modify the transmission power of a wireless base station as well as flexibly inject different forms of cross-traffic in order to create a wide range of wireless network conditions. From our experiments using this tool, we find that the time offsets—the measured difference between our clock’s time and the ‘true’ time according to the national standards—relative to a reference server are highly variable in all wireless settings compared with similar experiments carried out using a wired network. A wireless host running SNTP with the same clock hardware under the same ambient temperature conditions, achieves time offsets with a mean of 4ms and standard deviation of 7ms on a wired network compared to time offsets with a mean of 31ms and standard deviation of 47ms on a wireless network.

Motivated by the findings from our laboratory experiments, we next describe Mobile NTP (MNTP). MNTP is designed for mobile hosts, which are assumed to experience highly variable and lossy channel conditions that present challenges for standard time synchronization protocols. As a result, the core idea in MNTP is cross-layer-awareness of wireless channel conditions. MNTP is designed to be simple and easily deployable, with minimal modifications to the SNTP implementation of mobile hosts. MNTP is resistant to both clock drift and variability and lossy channel conditions, while still operating in a lightweight manner, thereby enabling accurate time synchronization for mobile devices.

We demonstrate the capabilities of MNTP in a laboratory setting over a range of operating conditions. Using the same laboratory testbed as our initial experiments, we compare MNTP’s synchronization accuracy with SNTP2 by comparing the offset measurements that would be used to discipline the local clock. In our evaluations, we find that MNTP offers dramatic improvement over SNTP. In one particular experiment in which we allow the local NTP process to update the system clock, we find that MNTP’s maximum offset is 23ms, and its average is 12 time better than for SNTP.

The remainder of this paper is organized as follows. In §2 we provide background on NTP and the SNTP. We present our empirical study of NTP based on NTP server logs and laboratory-based experiments, which focuses specifically on wireless hosts, in §3. This is followed by a description of MNTP in §4. We demonstrate the capabilities of MNTP and compare it to SNTP in §5. Next, we provide a review of related literature in §6. Finally, we summarize and discuss future work in §7.

2. BACKGROUND

Various applications and services hosted on telecommunication networks require accurate time synchronization for correct and consistent operation. Achieving this requirement is complicated by clock drift, which is caused by differences in environmental conditions or crystal oscillator quality and leads to clocks advancing at different rates. To maintain clock synchronization among independently running network hosts, the Network Time Protocol (NTP) was created in 1985 (RFC 958 [37]). Due to the heterogeneity of computing and network devices (e.g., mobile phones vs. routers vs. desktops) and their varying requirements (e.g., tolerance to less accurate time vs. bandwidth vs. battery life), several variants of NTP including the Simple Network Time Protocol (SNTP) (RFC 1769 [39]) and Precision Time Protocol (PTP) [27] have been developed.

Precise time estimates from a hierarchy of time sources (also known as stratum servers) can be obtained using NTP, SNTP or PTP. At the top-level of the hierarchy are stratum 0 servers. GPS receivers and/or atomic crystals are used by these high-quality time sources to correct clock drifts. Stratum 0s offer highly-precise time estimates to stratum 1 servers, i.e., to servers in the next level of the hierarchy. Stratum 1s are also referred to as primary servers. Secondary or stratum 2 servers connect to stratum 1s, and so on, all the way down to stratum 15. Stratum servers typically respond with time estimates for synchronization requests from a wide variety of hosts supporting any of the three protocol variants. Hosts in the Internet synchronize time with multiple stratum servers, typically at level 2 or higher.

Wired Internet hosts traditionally run the ntpd daemon in order to synchronize their clock using NTP. This software implements several NTP-standard filtering heuristics to select the best time samples from the stratum servers. ntpd operates by exchanging timestamps with its reference servers (in
a process called polling). The polling behavior is governed by the clock discipline algorithm [7] and, as part of this procedure, ntpd determines the optimal polling interval from the measured round-trip delay, jitter and oscillator frequency [9].

Unlike the hosts in the wired Internet (e.g., routers, desktops, and traditional laptops), wireless hosts such as mobile devices typically use SNTP to acquire time estimates from stratum servers. SNTP sets all fields in an NTP packet to zero except the first octet and does not employ the sophisticated clock correction and filtering algorithms of NTP. Hence the accuracy of the time estimates obtained using SNTP are always lower [39]. Besides SNTP, wireless devices also support a mechanism called Network Identity and Time Zone (NITZ) to update clocks in a one-off fashion [5, 6]. NITZ is a weaker mechanism to obtain time information as the estimates are not obtained in a periodic fashion like NTP and are dependent on the device crossing a network boundary.

In addition to the issues in SNTP and NITZ, commodity operation systems (OS) shipped with wireless hosts inhibit accurate clock synchronization due to a variety of vendor-specific implementations, including differing frequencies at which the synchronization requests are emitted and number of retries on prior request failures. Specifically, upon detailed analysis of code from Android’s codebase [1], we found that Android SNTP implementations poll once a day if data from NITZ are unavailable. To further aggravate the issue, Android performs only three retries upon error and updates the system time only if the estimate differs by more than 5000ms. Similarly, the Windows Mobile OS updates the system clock once every 7 days. Even if the synchronization request fails, no further retries are sent.

3. CLOCK SYNCHRONIZATION OVER WIRELESS LINKS

In this section, we analyze the problem of accurate clock synchronization in mobile hosts. We begin by examining NTP server logs3 and classifying clients as wired or wireless. We then discuss the basic characteristics of latencies for the various hosts identified in the logs. Next, we describe a series of laboratory-based experiments conducted with wired and wireless hosts that are designed to quantify the extent of time skew, which is defined as the measured frequency difference between our clock and the ‘true’ time clock, in these devices. We conclude by discussing the results from the logs and experiments, which motivate the need for a new scheme for mobile host clock synchronization.

3.1 NTP Server Logs

Dataset. In this study, we rely on a new source of network latency measurements—passively collected traffic from NTP servers. We reached out and explained our research objectives4 to several NTP server administrators. Eight administrators responded positively with tcpdump traces from

3To preserve anonymity, NTP server and service provider names (in results) are removed.

4We carefully selected a number of NTP administrators from pool.ntp.org based on server location and stratum, and explained our goals here: http://ntp-study.cs.wisc.edu/
Table 1: Summary of client statistics seen in the NTP logs.

<table>
<thead>
<tr>
<th>Server ID</th>
<th>Unique Clients</th>
<th>Server Stratum</th>
<th>IP Version</th>
<th>Total Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG1</td>
<td>639,704</td>
<td>2</td>
<td>v4</td>
<td>9,988,576</td>
</tr>
<tr>
<td>CI1</td>
<td>606</td>
<td>2</td>
<td>v4/v6</td>
<td>1,480,571</td>
</tr>
<tr>
<td>CI2</td>
<td>359</td>
<td>2</td>
<td>v4/v6</td>
<td>1,268,928</td>
</tr>
<tr>
<td>CI3</td>
<td>335</td>
<td>2</td>
<td>v4/v6</td>
<td>812,104</td>
</tr>
<tr>
<td>CI4</td>
<td>262</td>
<td>2</td>
<td>v4/v6</td>
<td>763,847</td>
</tr>
<tr>
<td>EN1</td>
<td>228</td>
<td>2</td>
<td>v4/v6</td>
<td>4,11,253</td>
</tr>
<tr>
<td>EN2</td>
<td>232</td>
<td>2</td>
<td>v4/v6</td>
<td>4,37,440</td>
</tr>
<tr>
<td>JW1</td>
<td>12,769</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>JW2</td>
<td>35,548</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>MW1</td>
<td>9,482,918</td>
<td>2</td>
<td>v4/v6</td>
<td>3,54,530</td>
</tr>
<tr>
<td>MW2</td>
<td>2,525,072</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>MW3</td>
<td>1,078,308</td>
<td>2</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>MW4</td>
<td>21,101</td>
<td>2</td>
<td>v4/v6</td>
<td>3,54,530</td>
</tr>
<tr>
<td>MI1</td>
<td>36,559</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>SU1</td>
<td>18,925</td>
<td>2</td>
<td>v4/v6</td>
<td>3,54,530</td>
</tr>
<tr>
<td>UI1</td>
<td>1,77,957</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>UI2</td>
<td>128,644</td>
<td>1</td>
<td>v4</td>
<td>3,54,530</td>
</tr>
<tr>
<td>PP1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Comparison of minimum OWDs of clients of different service providers seen in the logs of NTP AG1 (top-left), JW2 (middle-left) and SU1 (bottom-left). CDF of minimum OWDs of clients of different service providers seen in the logs of NTP servers AG1 (top-right), JW2 (middle-right) and SU1 (bottom-right).

**SNTP vs. NTP.** Next, we classify the hosts into SNTP or NTP based on the protocol used for clock synchronization, as seen from the tcpdump traces of the servers. Figure 2-(left) shows the percentage of SNTP vs. NTP hosts seen across the 19 NTP servers, where a majority of hosts seen across all servers (except CI1-4 and EN1-2, which are ISP-specific
NTP servers) use SNTP to synchronize time. For each server, we also calculate the percentage of SNTP vs. NTP clients for the top 25 service providers observed in the NTP logs and find that over 95% of the clients of mobile providers use SNTP—a result consistent with other information (e.g., Android codebase [1]). Because of simplifications in SNTP compared with NTP, we can expect these hosts not to be able to synchronize with the same level of accuracy as full NTP clients. We seek to quantify this limitation, next.

3.2 Wireless Experiments

In this section, we seek answers to the question: what is the combined impact of wireless effects such as channel fading, interference due to adjacent channels, signal attenuation, etc. on time synchronization procedure used by mobile hosts? To address this question, we use the laboratory-based wireless testbed shown in Figure 3. The architecture of our testbed is designed to provide control over network delay characteristics, e.g., to repeatably introduce large and variable delays, with the goal of evaluating the presence of wireless hop(s) on SNTP-based time synchronization between hosts and their corresponding references. Our testbed consists of three types of nodes: (1) a wireless access point, (2) a target node, and (3) a monitor node.

For the wireless access point (WAP) in our testbed, we turn a laptop with a 802.11 b/g/n wireless adaptor into a WiFi hotspot. The WAP is connected to the wired Internet and shares its connection to the other nodes in the testbed. Both the monitor node (MN) and the target node (TN) are associated with the WAP, making the last hop completely wireless. The WAP has the ability to programmatically increase or decrease the transmission power (within legal limits) of the wireless adapter upon receiving commands from the MN.

SNTP and NTP measurements are all launched from the target node (TN) in the testbed. When TN is booted, it is configured to use its default OS-specific NTP server such that TN’s system clock is in tight synchronization throughout the experiments. In our experiments, the TN is a Macbook pro laptop and the default NTP server used is time.apple.com. Once the TN has achieved synchronization with its OS-specific NTP server, we record TN’s system clock offset—which we call the true time offset—obtained by using the ntpq utility as the baseline in our evaluations. We launch SNTP requests to 0.pool.ntp.org (also known as a pool server) to get the SNTP-based time estimates from a remote reference clock over the wireless network6. Every SNTP request to the pool server is randomly assigned to a new NTP time reference enabling unbiased time server selection. All responses from the pool servers include exact time at the remote NTP server and TN’s clock offset with respect to remote server’s clock. We compare these reported offsets with the true time offset to quantify the effect of the wireless hop on clock synchronization. The TN also sends statistics collected through active measurement to the MN using tools like ping, which are targeted to a user-configured probe destination. To characterize the impact of the wireless hop on the time estimates obtained from reference servers, all experiments were repeated by connecting the TN to the wired Internet.

The monitor node (MN) in the testbed manipulates the delay and variability characteristics in the wireless last hop which are required for our experiments. In order to achieve the required characteristics, the MN employs two strategies: (i) the WAP’s outgoing Internet connection is occupied intermittently by downloading a large file at random intervals from a fixed download destination (i.e., ubuntu.com/download), and (ii) control commands are sent to the WAP to randomly increase or decrease the WAP’s transmission power and file download frequency. The channel occupancy is determined by the file download pattern and duration of the traffic and are automatically tuned at the MN based on channel statistics reported by the TN. Specifically, if the latencies of ping probes reported by TN increases, as observed from the number of packet losses in ping probes, the file download frequency is decreased and the transmission power value is increased thereby making the channel less lossy and dynamic. Otherwise, the frequency of downloads and transmission power are increased and decreased respectively. Once the channel stabilizes, as denoted by no packet losses in ping traffic, our tool automatically responds by a decrease in transmission power and increase in download frequency, making the channel conditions variable and lossy at random intervals.

We note that wireless experiments that include interference using our scriptable tool are difficult to repeat exactly since we are experimenting in a live environment. However, we argue that repeating the same set of experimental steps will lead to results that have the similar statistical properties to those we report. In addition, the RTS/CTS feature which is used to help cope with hidden-terminal situations was disabled for the experiments described below. Given the introduction of additional variable delays due to RTS/CTS, we would expect the performance of SNTP to be even worse with this feature enabled.

Figure 4 shows the SNTP time offsets reported by the TN with (left) and without (right) reference to a NTP time source from 0.pool.ntp.org. Specifically, the figures depict the clock offsets reported from SNTP when the TN is connected to the (1) wired network with and without NTP time as baseline and (2) wireless network with and without NTP time reference. From these figures, the impact of a variable and lossy wireless channel on the time synchronization is clearly evident. In particular, the mean and standard deviation of the offset for the wireless experiments with NTP clock correction7 are 31ms and 47ms, and for the experiments without clock correction they are 118ms and 133ms. In contrast, on a wired network, when TN’s system clock is corrected using NTP, the offsets reported by SNTP requests with respect to

6We note that the use of an NTP pool server is commonly employed in mobile wireless devices, such as Android-based devices.

7We use the term ‘NTP clock correction’ to refer to the scenario where TN’s system clock is corrected using NTP—specifically, using NTP’s sophisticated sample filtering and clock selection heuristics. Furthermore, SNTP only reports the offset of TN’s system clock with respect to the NTP time source (0.pool.ntp.org). This helps us measure the error in the clock offsets reported by SNTP relative to an expected clock offset of 0ms.
Figure 2: Percentage of clients in the US seen in logs of 19 NTP servers (left) and top 25 service providers seen in logs of SU1 NTP server (right) using NTP and SNTP protocol.

Figure 3: Laboratory-based experiment testbed.

the reference clocks are always close to 0ms. Even when the clock correction is suspended on a wired network, the drift is steady and is dependent on the temperature of the vendor-specific oscillator present in the device.

In a network with varying load and delay characteristics, which is not atypical in wireless deployments [18], the offsets obtained from SNTP requests often exhibit high variance as shown in Figure 4-(left) (in green), despite NTP correcting TN’s system clock. For example, the offset was as bad as 600ms compared to the NTP reference clock during a highly-varying and lossy channel condition (at x=245), which was absent in the wired counterpart of the experiment. Furthermore, the presence of a wireless hop and the impact of channel effects on clock synchronization is more pronounced in the absence of an NTP-based reference clock as shown in Figure 4-(right), where the reported SNTP offsets were as bad as 1.58s (at x=522). We also considered different hardware platforms and repeated the experiments at different times of the day to verify this behavior. We do not show results of these additional configurations due to space constraints, but what we found in our experiments was that the time synchronization mechanism is susceptible to wireless effects, regardless of hardware platforms and/or time of the day.

3.3 Cellular Network Experiments

We repeat the experiments described in §3.2 by replacing the TN with a mobile phone—specifically, Samsung Galaxy S4 with Android OS v4.4.4 (KitKat)—and ran the experiments for 3 hours on a 4G network (of SP 22) without MN and download traffic. To establish a baseline time for comparisons, we use the SmartTimeSync app [13] to correct the device’s system clock. To obtain SNTP offsets from the time source (0.pool.ntp.org), we use SNTP Time app [10]. Since the SNTP Time app does not support logging capability, we modified the codebase given here [11] to log the SNTP offsets computed against the system clock that is corrected using GPS fixes. Figure 5 shows the clock offset reported by SNTP Time app after GPS correction. We see in the figure that the reported SNTP offset can vary significantly, and was as high as 840ms. Overall, the mean offset was 192ms with a standard deviation of 55ms. Similar to §3.2, we repeated the experiments multiple times at different times of the day and found the poor synchronization behavior to hold across the runs.

3.4 Discussion

A natural question is whether GPS or NTP might be used to correct major clock offsets in mobile and wireless devices. We argue that using GPS-based time synchronization is not a widely applicable solution, as many mobile and wireless devices have minimal or no support for GPS, especially in the developing world. Even if the devices have a built-in GPS receiver or support for a GPS module, vendor-specific OS implementations (e.g., iOS) often prohibit GPS-based time synchronization [3, 4]. Moreover, GPS availability can depend on location (e.g., GPS valleys such as building and tunnels) and has been observed to be power-hungry in mobile devices [43, 51]. Should these limitations resolve at some point in the future, the GPS would be an attractive option.
Using NTP for time synchronization is also a less attractive solution for mobile devices because of its heavier-weight communication characteristics, including periodic polling behavior and requirement to maintain state at the devices. We posit that these characteristics are ill-suited for mobile devices and would have a negative impact on battery life due to the following two reasons. First, an outcome of NTP’s polling algorithm is that a time source is polled intermittently with $\sim 128\text{B}$ of data by the client. A measurement study by Balasubramanian et al. has shown that a few 100B transfers periodically on mobile phones with 3G/GSM technology can consume more energy than bulk one-shot transfers [19]. Second, another effort by Haverinen et al. showed that UDP-based protocols (such as NTP) require frequent keep-alive messages to maintain state at the devices, which in turn can lead to short battery lifetimes [26].

Main Findings and Implications. SNTP uses clock offset to update the local clock directly and none of the time-tested filtering algorithms as would be used in a full NTP client. As a result, the significant and highly variable offsets we observe have a direct impact on the synchronization of the client’s clock. Because of the disadvantages of using a GPS- and NTP-based clock synchronization, SNTP has been widely deployed on mobile devices, but as our experiments show, it provides poor time synchronization. These findings call for a new clock synchronization mechanism or the need to modify an existing mechanism to support mobile/wireless devices.

4. MNTP DESIGN

To enhance the accuracy of the time synchronization under varying and lossy conditions described in §3, we contend that mobile devices should dynamically adapt to the channel conditions and pace their requests to reference servers based on the collected channel information. In order to decide when to emit SNTP requests to servers during ideal channel conditions, we must answer the following three questions:

- What wireless channel information should devices use to detect an ideal/stable portion of the channel?
- Over what timescale should the wireless environment be monitored to identify an ideal channel condition?
- At what interval (across ideal conditions) should requests be sent to synchronize devices with reference(s)?

In this section, we attempt to answer these questions and use the answers to guide the design of Mobile NTP, a lightweight, simple and easy-to-deploy modification of SNTP, which improves clock synchronization for mobile devices.

4.1 Measured Channel Information

Similar to §3.2, we monitor the following channel information (or wireless hints)—specifically, Received Signal Strength Indication (RSSI) (in decibels) and noise level (in decibels)—to calculate the Signal-to-Noise Ratio (SNR) margin (defined as RSSI - Noise) and guide the establishment of ideal channel conditions (§4.2) at the host, which needs its clock synchronized with a time reference. We obtain these hints directly from the wireless adaptor of the wireless device. We note that all these hints, among other information, can easily be obtained for a variety of hardware platforms. For
example, the wireless hints for mobile devices can be measured using techniques and tools available as part of Zhang et al. [54]. Similarly, for Mac OS, Windows OS, and Linux-based laptops, the wireless hints from the channel can be obtained using the airport utility (for Mac), iwconfig utility (for Linux) and other free surveying tools [17].

Algorithm 1: MNTP clock synchronization algorithm

```
input : warmupPeriod = time to estimate clock offsets
input : warmupWaitTime = interval between requests in warmupPeriod
input : regularWaitTime = interval between requests in regularPeriod
input : resetPeriod = duration of warm-up plus regular periods

1 inWarmup = True
2 recordedOffsets = {}
3 driftEst = None
4 if inWarmup then
   // Acquire offset only when channel is stable
   wait(favorableSNRCondition())
   offset = getOffsetUsingMultipleSources()
   if accept(offset) then
      measureSystemClock(offset)
      recordedOffsets.add(offset)
   wait(warmupWaitTime)
   if exitingWarmup then
      driftEst = estimateDrift(recordedOffsets)
      inWarmup = False
   goto Step 4
5 else
   correctSystemClockDrift(driftEst)
   // Acquire offset only when channel is stable
   wait(favorableSNRCondition())
   offset = getOffsetUsingSingleSource()
   if accept(offset) then
      correctSystemClock(offset)
      recordedOffsets.add(offset)
   wait(regularWaitTime)
   if elapsed(resetPeriod) then
      goto Step 1
   else
      goto Step 4
6
```

4.2 MNTP Overview and Algorithm

Overview. In this section, we describe a new clock synchronization protocol called MNTP. MNTP is sensitive to varying channel conditions and reuses/sends SNTP requests in a channel-aware fashion based on wireless hints from the channel. Using the wireless hints that are captured from the device (as described above), we monitor the channel for stable and less-dynamic portions and pace the clock synchronization such that we send the SNTP requests only during those identified stable channel conditions—the twin goals of MNTP.

Algorithm. The key steps of MNTP are shown in Algorithm 1. The algorithm starts with identification and establishment of ideal channel conditions and needs the following: (1) baseline thresholds for the wireless hints to filter bad offsets and (2) time period over which the channel should be observed so that SNTP requests can be emitted. To create a baseline threshold for the wireless hints, we set the values of RSSI, noise and SNR margin to be -75 dB, -70 dB and 20 dB respectively. That is, RSSI value should be greater than -75 dB, noise level should be lesser than -70 dB and the SNR margin should be greater than or equal to 20 dB. These values are not arbitrary, rather they emerged through an iterative process of refining our experiments and information given in online forums [2,12,14]. In our experiments, we find that the baseline thresholds work effectively, but we expect that these parameters would likely need fine tuning for other external or outdoor settings.

We follow a two-part approach in MNTP’s design to determine the time period over which the channel should be monitored and requests can be sent to reference clocks. The first part of the algorithm is the warm-up phase (steps 4 to 14), where the wireless host is put on a test period for warmupPeriod time at the start of the device and/or the algorithm. In this test period, the channel condition is determined based on the measured wireless hints (step 5) and SNTP requests are emitted to three reference clocks. Specifically, the SNTP requests are emitted to 0.pool.ntp.org, 1.pool.ntp.org and 3.pool.ntp.org, on every warmupWaitTime interval, in parallel, till the warmupPeriod (step 6). These requests are emitted only when the measured wireless hints satisfy the established baseline thresholds. Otherwise the synchronization requests are deferred. For the offset responses received from time sources, we follow the philosophy of NTP’s clock selection heuristic [8]. We calculate the mean and standard deviation of the offsets and classify the time sources whose offsets exceed the mean plus one standard deviation as false tickers. We reject the false tickers to ensure very tight clock synchronization.

Since a network could be completely lossy at the start of clock synchronization, we may not be able to emit any SNTP requests. To address this issue, we wait until the network conditions are favorable and record 10 offset values reported by SNTP to create a trend line for the clock skew or clock drift (steps 7 to 9). The waiting time is determined by the warmupPeriod and warmupWaitTime variables, which are user-tunable parameters and which depend on the level of accuracy needed by users of the apps installed on hosts. It is possible that our algorithm never perceives the network conditions to be favorable, or at least not over a very long
period of time. In this work, we do not consider such perpetually unstable network conditions and plan to address such scenarios in future work.

Once the initial trend is created, the direction of the subsequent reported offsets is determined based on the established trend line and an accept or reject decision is made. Specifically, we find the squared error of each of the reported offset with respect to the fitted trend line and then extend the trend line to get an estimate of where the next sample should be. Next, we calculate the error of the reported offsets with respect to this estimate. If the square of that error is one standard deviation above or below the mean, then we reject the reported offset. Otherwise the offset is accepted and the trend line is extended (steps 11 to 14). MNTP’s filtering capability ensures accurate clock synchronization by rejecting large offsets as we show in §5. Since the clock skews are not always linear and the constant skew factor of the clock dominates its variable counterpart [42], we fit a trend line using least squares polynomial fit with a first degree polynomial. We note that our algorithm does not make any assumptions about linearity in clock skew.

Finally, once the trend lines are determined and when the warm-up phase is complete, MNTP starts the regular phase for clock synchronization. Note that the actual clock update happens only during the second part of the algorithm (steps 16 to 26). This step is similar to the warm-up phase with the exception of two things: (i) the interval at which the requests are emitted to references, which is based on the regularWaitTime variable; and (ii) SNTP requests are emitted to a single reference clock only. The actual clock update and drift correction mechanisms vary, depending on vendor-specific system calls available to MNTP.

Advantages. MNTP has the following advantages over standard SNTP for clock synchronization. First, MNTP is efficient in terms of how the synchronization requests are paced and emitted based on the wireless channel conditions. In addition, simple examination of MNTP’s CPU utilization during tests indicate loads less than 0.5%. Our initial focus on efficiency has been from a network load perspective and even though MNTP’s CPU impact is low, we intend to consider the efficiency of our implementation from a system load perspective in future work. Next, MNTP algorithm (Algorithm 1) is implemented in about 274 lines of python code, which conveys the fact that MNTP is simple. Next, MNTP is also easily deployable with minimal support from the end hosts. Specifically, the only support needed for the wireless hosts is that the wireless host should allow MNTP to measure wireless hints. Finally, MNTP can also offer accurate clock synchronization to wireless/mobile devices as explained in §5.

5. MNTP EVALUATION

In this section, we evaluate the clock synchronization accuracy of MNTP compared with an unmodified SNTP implementation. We begin by conducting a set of baseline laboratory-based experiments with SNTP and MNTP in which synchronization requests are emitted every 5 seconds for one hour during varying channel conditions using the same experimental setup (including noise generation) as in §3. In these experiments, we do not consider warmup and regular periods, and we switched off the drift correction feature in MNTP to create a head-to-head comparison with SNTP. For the similar reason, in all our experiments, we only compare MNTP against SNTP and not NTP, because of the NTP’s exhaustive filtering overhead. Our focus for these one-hour experiments is to highlight the reduction in the reported clock offsets by MNTP versus SNTP, and to experiment in a wide variety of operating conditions including tests on (1) wireline and wireless networks and (2) with and without NTP for system clock correction.

Next, we conduct experiments for 4 hours to demonstrate the efficacy of MNTP. All the experiments were run on a MacBook Pro laptop (with Intel core i5 processor and 4GB RAM) and the wireless hints are measured using the airport utility. Finally, we analyze the effect of MNTP’s parameters on its synchronization accuracy through a trace-driven analysis on the logs collected in the longer experiments.

5.1 Baseline experiments

We begin by considering a simple wireless network scenario with variable channel conditions and compare the clock offsets reported by MNTP and SNTP. Throughout this experiment, we use NTP to correct the laptop’s system clock from which the clock synchronization requests are emitted. Using NTP to establish a baseline is simply a design choice and can be easily replaced with a GPS receiver, which we plan to investigate in future work. Figure 6 shows the clock offsets reported by both SNTP and MNTP when the laptop is connected on a wireless network along with the large offsets that are rejected by MNTP’s filter. We can see that the offsets reported by SNTP are susceptible to the varying channel conditions and are as much as 292ms from the system clock. However, the offsets reported by MNTP are very close to the system clock with a maximum offset value of 23ms, which is a 12-fold improvement over standard SNTP on a wireless network with lossy conditions. From this figure, it is also evident that all the outlier offsets are effectively discarded by our MNTP filter, thus enabling much tighter clock synchronization.

To explain the gains achieved using MNTP versus SNTP, we plot the measured wireless hints in Figure 7. Both the reported and rejected offsets by the MNTP filter are also shown. We note that the advantages of MNTP are due to the following two properties of MNTP’s filtering and channel-aware request pacing heuristics. First, many of the synchronization requests are deferred due to either RSSI, or noise, or SNR margin not meeting the established baseline thresholds. Second, many of the large reported offsets are effectively rejected by the MNTP filter allowing only those offsets that are close to the clock drift trend line.
Next, we repeat the above experiment without allowing NTP to correct the system clock. Figure 8 depicts the offsets reported by SNTP and MNTP on a wireless network without NTP-based clock correction. The figure highlights the disadvantages of using SNTP on a wireless network, with reported clock offsets as high as 450ms. On the other hand, the clock offsets reported by MNTP were always close to the fitted trend line for the clock skew, which we believe will easily be corrected using our estimated drift available as part of the MNTP filter. The maximum offset reported by MNTP is 24ms, which is, on average, within 4.5ms of the reference clock and 17 times more accurate than standard SNTP.

Third, we test the clock synchronization accuracy of MNTP when the host is connected to a wireless network compared with SNTP when the same host is connected to a wired network. In this experiment, NTP is turned on and the clocks are synchronized with the OS-specific NTP time source before starting the experiments. Figure 9 depicts the clock offsets reported by SNTP and MNTP on a wired and wireless network respectively. The figure shows that even when the SNTP offsets were obtained from a wired network, SNTP can be as high as 50ms compared to MNTP on a wireless network, where reported offsets are about 20ms. The gains we see with MNTP are, again, due to emitting requests only during favorable network conditions, whereas SNTP emits requests blindly, and rejection of outliers, whereas SNTP does no such rejection.

Similarly, we compare the offsets reported by MNTP on a wireless network against offsets reported by SNTP when connected on a wired network without NTP clock correction. Figure 10 plots the clock offsets reported by SNTP and MNTP on a wired and wireless network respectively without NTP clock correction. Similar to the third experiment, we observe that the SNTP offsets reported were as high as 50ms despite the host being connected to a wired network.

### 5.2 Longer experiment

Next, we demonstrate the efficacy of MNTP by extending the baseline clock synchronization experiment for a longer duration. In this experiment, we follow the setting described in §5.1 and we emit synchronization requests every 5 seconds for a duration of 4 hours. Specifically, we record the
offsers reported by SNTP client connected to a wireless host and simultaneously collect the offsets reported by MNTP. Throughout the experiment, the wireless host’s clock is allowed to drift, i.e., the clock correction using NTP is turned off.

Figure 12 shows the comparison of the offsets reported by standard SNTP and MNTP on a wireless network without NTP’s clock correction. The fitted trend line for clock skew and the clock correction feature capabilities of MNTP along with the large offsets rejected by MNTP are also shown. We again observe high offsets with SNTP—as high as 392ms—whereas the offsets reported by MNTP are always less than 20ms, as seen from MNTP’s clock corrected drift values (shown in blue). Further, we see that many of the large offsets reported by SNTP are effectively rejected by MNTP’s filtering logic producing a robust and accurate clock synchronization for wireless devices despite the presence of lossy channel conditions.

5.3 Tuning MNTP

In order to tune the four parameters of MNTP—specifically, warmupPeriod, warmupWaitTime, regularWaitTime and resetPeriod—shown in Algorithm 1 for various indoor and outdoor settings, we built a stand-alone tool called the MNTP tuner. At the core of the MNTP tuner tool is the ability to perform trace-driven analysis on the recorded clock offset values. Using the MNTP tuner tool, our goal is to evaluate the impact of various input parameter choices and the suitability of parameters in a given network condition.

MNTP tuner consists of three components: (a) a logger, (b) an emulator, and (c) a searcher. First, the logging component runs on the TN of our testbed and emits SNTP requests to multiple reference clocks every 5 seconds and records the responses in the form of traces. It also records the corresponding wireless hints from the channel every time an SNTP request is emitted. Next, the emulator is capable of running the MNTP algorithm using the captured traces and wireless hints and prints the offsets reported by MNTP.

To run the emulator, the four input parameters required by MNTP need to initialized, which is satisfied by the search component. When provided with a range of values for the input parameters, e.g. the duration of the warm-up or regular waiting times, the search component generates all possible values of the parameters and invokes the emulator for each generated combination. The search component then calculates the accuracy of MNTP for the given combination of input parameters using the offsets reported by the emulator. Specifically, the search component measures the Root Mean Square Error (RMSE) of the MNTP offsets with respect to a perfectly synchronized clock (i.e., offset value of 0 ms) and outputs the various configurations. A sample list of configurations, along with the values for MNTP parameter and RMSE of clock offsets, are shown in Table 2. The corresponding achievable clock offset values for the six sample configurations are depicted in Figure 11. The values indicate that while the RMSE can indeed be reduced as the number of tuning requests grows, relatively speaking, MNTP performs well with only modest tuning.

Apart from tuning the input parameters, the tool can also be used to gain useful insights about the factor that influences the accuracy of MNTP for a given network condition. For example, using the analysis tool, we discovered that sometimes the MNTP filter did not accept any offsets during the regular period for some values of warmupWaitTime. Investigating this further, we discovered that the number of samples were too low causing the MNTP to underestimate the clock drift value. And because of this underestimation of the clock drift, the MNTP filter was too conservative in accepting the offsets resulting in all the offsets being rejected in the regular phase. This insight led us to change our MNTP filter to reestimate the clock drift value with every new offset sample.

6. RELATED WORK

Accurate clock synchronization of networked systems has been a subject of interest in the research community for over three decades. The pioneering work by Lamport [30], Marzullo [33], and Mills [35, 36] paved the way for the development of synchronization protocols such as the near-ubiquitous Network Time Protocol [34, 37, 40]. While NTP and the related SNTP have been deployed widely in ordinary wireline and wireless networks, time synchronization protocols have also been developed for more specialized deployments such as wireless sensor networking [22, 24, 25], underwater sensor networks [20, 31, 32] and acoustic networks [50].

There has been substantial work in analyzing the NTP’s synchronization accuracy, which has led to improvements to the protocol and to new protocols e.g., [21, 38, 46, 47, 52]. Our work on MNTP relates to this research in that we design mechanisms to improve the accuracy of clock synchronization using SNTP through wireless channel-aware pacing of synchronization requests, and we propose improvements to the filtering and clock correction heuristics. An issue related to clock synchronization is that of correctly processing packet trace data containing timestamps from two in-
Figure 11: Outputs produced by our MNTP tuning emulator.

Table 2: Sample list of values for parameters, RMSE of offsets, and the number of requests generated by MNTP tuner.

<table>
<thead>
<tr>
<th>Configuration no.</th>
<th>warmupPeriod (min)</th>
<th>warmupWaitTime (min)</th>
<th>regularWaitTime (min)</th>
<th>resetPeriod (min)</th>
<th>RMSE (ms)</th>
<th>Number of requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>0.25</td>
<td>15</td>
<td>240</td>
<td>13.08</td>
<td>239</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>0.25</td>
<td>15</td>
<td>240</td>
<td>11.66</td>
<td>316</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>0.25</td>
<td>15</td>
<td>240</td>
<td>11.09</td>
<td>387</td>
</tr>
<tr>
<td>4</td>
<td>70</td>
<td>0.25</td>
<td>30</td>
<td>240</td>
<td>10.86</td>
<td>534</td>
</tr>
<tr>
<td>5</td>
<td>90</td>
<td>0.084</td>
<td>15</td>
<td>240</td>
<td>9.27</td>
<td>1210</td>
</tr>
<tr>
<td>6</td>
<td>240</td>
<td>0.084</td>
<td>15</td>
<td>240</td>
<td>8.9</td>
<td>2913</td>
</tr>
</tbody>
</table>

dependent clocks by correcting for clock skew and other artifacts [41, 44]. Key findings from these studies that inform the design of MNTP are that clock skew can be non-linear and highly erratic.
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7. SUMMARY AND FUTURE WORK

Synchronizing independent clocks in a network setting is
important for a wide variety of applications and has been
extensively studied. The problem of clock synchronization
on mobile wireless devices poses particular challenges and
has received little attention in prior work. Our study seeks to
address this gap, with the goal of improving clock synchro-
nization on mobile wireless hosts and with low overhead.

We begin by examining the one-way delay characteris-
tics of likely wireless hosts through analysis of packet traces
collected at 19 NTP servers in the US, observing high average
delays as well as high variance. In particular, for three
predominantly wireless service providers, we see median latencies of 550 ms and high variance, whereas for other
service providers we see median latencies of 40–50ms with
low variance. Through further analysis of the traces, we attribute these characteristics to the fact that the majority of
clients implement SNTP, and thus do not employ any of
the mechanisms used in NTP that would generally eliminate
poor latency samples.

In a set of laboratory testbed experiments, we further ex-
amine the degree to which SNTP exhibits poor synchronization. We create a tool that enables wireless interference to be pro-
grammatically altered through manipulation of base station
transmit power and introduction of cross-traffic. We find that
the mean time offset with respect to a reference clock of the
latency samples observed with SNTP is significantly higher
in experiments over a wireless network (100’s of ms) than in
experiments with a wired network (close to zero).

Based on the results of our laboratory experiments, we
describe MNTP, a set of modifications to SNTP that improve
its behavior by (1) exposing wireless link-layer information
to pace out polling request to NTP servers when wireless
channel conditions are favorable, and (2) adding lightweight
filtering heuristics which result in discarding outlier latency
samples. We evaluate MNTP in a laboratory setting, com-
paring it with SNTP. Our results show that MNTP is able to
maintain synchronization with a reference clock to within 25
ms, which is a 12-fold improvement over SNTP.

In future work, we intend to extensively test and enhance
our MNTP implementation toward the goal of broader deploy-
ment. Unfortunately, there are no known implementations of
NTP for any of the popular mobile operating systems, which
complicates this effort. However, we plan to build a reference
NTP implementation and perform an exhaustive benchmark-
ing of MNTP against SNTP and NTP in terms of metrics
like processor and battery performance on various mobile
platforms.

We also plan to investigate self-tuning of parameter settings
and to evaluate MNTP in a wider variety of cellular and
WiFi settings and to evaluate the trade-offs between MNTP’s
performance and the tuning of its parameters. We intend to
carry out longer-term in situ experiments in order to evaluate
not only the trade-offs but also MNTP’s effectiveness in day-
to-day operation.
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