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ABSTRACT
Side chain optimization is the process of packing the sidechains
of a protein onto a fixed backbone structure, such that the
energy of the resultant structure is minimized. The contin-
uous space of sidechain conformations is typically handled
by discretizing (sampling) into a finite set of representative
conformations called a “conformer library”. The key contri-
bution of this work is to use machine learning methods to
distribute (conformational) sampling among different posi-
tions in a protein. The idea is that different positions in
a protein backbone have different sampling requirements,
for example, solvent exposed positions require less sampling
than positions in the core of a protein. We propose a 3-ary
categorization of every position in a target protein based
on its sampling requirements and evaluate it by comparing
against an unbiased distribution of conformers. Our results
demonstrate that this strategy helps to distribute the sam-
pling more efficiently for sidechain optimization.

Categories and Subject Descriptors
[Protein and RNA Structure]: BioInformatics

1. INTRODUCTION
Most sidechain optimization procedures revolve around

four key elements: 1) the protein backbone; 2) a library
of discrete sidechain conformations1 that provides sidechain
mobility; 3) a set of energy functions for scoring structures
and 4) a search strategy to identify the best solution. The
backbone and the library together define the optimization
problem and the search strategy attempts to find the global
minimum energy configuration (GMEC). A number of al-
gorithms exist to search for the GMEC from among the
conformers in the library, however, irrespective of the al-

1Note that sidechain optimization can be performed without
the use of a rotamer library but as far as we are aware,
rotamer/conformer libraries seem to be the popular choice.
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gorithm used, the final result can approach the GMEC only
if the correct sidechain conformations were provided by the
library. This work focuses on improving the library used for
sidechain optimization.

The level of sampling required to fit a sidechain in a posi-
tion depends on the constraints imposed by the environment.
For example, some positions may be present in the protein
core surrounded by immobile backbone atoms, such posi-
tions require specific conformations to interact favourably
with the surrounding atoms. On the other hand, positions
on the surface of a protein are relatively more flexible. How-
ever, an exact relationship between a position and its sam-
pling requirement is difficult to identify. The question that
we address in this paper is the following: How do we identify
the set of sidechain conformations for each position in a pro-
tein that will maximize performance in sidechain optimiza-
tion?. Here, we present a machine learning (ML) method
that analyzes the structural characteristics of each position
in a protein backbone and identifies its sampling require-
ments. We compile a dataset of high resolution structures
from the Protein Data Bank[2], label each position in this
dataset and train a classification algorithm to predict each
label based on environmental features.

This paper makes several key contributions: First, it con-
siders the difficult problem of distributing sampling among
different positions in a protein. To our knowledge, there
is no method that attempts to differentiate between posi-
tions of the same amino acid type. Second, the proposed
method is directly based on the objective function of the op-
timization (energy) and uses structural features that allow
for generalization. Third, evaluation on 44 proteins shows
that the ML-based approach can yield a better search space
compared to the baseline method with similar memory and
runtime constraints.

2. CONFORMER LIBRARY
All experiments in this paper are based on the conformer

library we created in our previous work[9] : a library that
distributes sampling based on the energetic impact of sidechain
conformation instead of pure geometry, compiled using the
following strategy for each amino acid:

1: An exceedingly fine-grained library of N conformers is
created from high resolution crystal structures.

2: A large number M of natural environments(protein po-
sitions) that contain the same amino acid type are se-
lected from the PDB.



3: The native sidechains in the environments are remod-
eled into the shape of each one of the N conformers
and the energy is measured (with the CHARMM-22[3]
all-atoms force field).The operation produces an N ×
M table of energies.

4: Using a threshold, each energy is converted to a boolean
value to indicate if the conformer fits (T) or does not
fit (F) the environment.

5: The conformer that fits the largest number of environ-
ments is selected as the top-ranking conformer and is
added to the sorted library.

6: All environments that have been already satisfied by
the previous conformers in the list are no longer con-
sidered.

7: The conformer that fits the largest number of remain-
ing environments is selected as the best complement
to the previous and added to the list.

8: The process is continued until all environments are
covered.

The method produced a ranked list of conformers for each
amino acid type where the first n conformers is probably the
best set of ‘n’ conformers.

3. MACHINE LEARNING TO DISTRIBUTE
CONFORMER SAMPLING

We propose to classify each position in a protein into one
of three categories (easy, medium and hard) based on its
sampling requirement.

3.1 Labeling
We score each position in the training set as follows: we

traverse the sorted list and for each position, find the number
of conformers that result in a “good” interaction i.e) suffi-
ciently low energy. An important thing to note is that all
the other positions retain their crystal structure. The score
is then the number of conformers that are a good fit for the
position. Every position with a high score can be fit by a
large number of conformers, therefore, it is easy to find a
conformer in the library that fits this position and so it will
be labeled as “easy” . A position with a low score, on the
other hand, will be labeled as “hard”. We label the top and
bottom 25 percentile of positions (based on the score) as
“easy” and “hard” respectively, and all positions in between
are labeled “medium”.

3.2 Classification
In the labeling step, it is worth noting that the sidechain

atoms of other postions need to be present(in their crystal
states) and so the above strategy cannot be applied directly
on an unknown protein. Hence, we use a set of structural
features that can be obtained easily from the backbone to
train the classifier.The features include: (a) the backbone di-
hedral angles (φ and ψ) for 4 positions before and after the
current, 16 in total (b) local sequence information (i.e., the
residues for 4 positions before and after rji ), 9 features (c)
the number of backbone atoms not in the local sequence and
are within 〈4, 8, 12, 16〉 Å and (d) solvent accessible surface
area. This data set is then used for our second step where
we learn a model to predict the category of each residue
(position) for a given backbone.We employ different learn-
ing algorithms ranging from Naive Bayes to decision trees
to ensemble methods such as bagging and boosting in our

Figure 1: Schematic representation of the biased
sampling strategy.

experiments. The result of the classification step is a label
indicating the “hardness” of a position. Given this label, we
use a preset number of conformers to fit at each position.

3.3 Algorithm for distributing sampling
The different steps involved in our algorithm are presented

visually in Figure 1. The first-step is to compute the scores
and assign a label for each position. Then, we learn a model
that learns a mapping from the features to labels. This
model is then used to label each residue of a seperate test
set of proteins. Then a sidechain optimization algorithm is
used to identify the GMEC for the current protein.

4. EMPIRICAL EVALUATION
Our training dataset consists of approximately 676 pro-

teins and the test set contains around 44 proteins. The
proteins were modeled using MSL[1], which implements all2

the energy terms in the CHARMM[3] potential along with
the hydrogen bonding term implemented in the SCWRL[7]
program. Classification is then performed on this dataset
for each amino acid separately using the WEKA[5] pack-
age. The MSL program used to perform sidechain optimiza-
tion implements dead-end elimination[4], followed by (if re-
sultant search space cannot be enumerated) self-consistent
mean field[8] and metropolis monte carlo search[6]. Our goal
in this section is to answer the following questions:

Q1: Does the labeling scheme really help achieve the goals
of reduced search spaces and/or improved energies?

Q2: How do the classification methods compare against a
baseline method that does not differentiate between
the different positions (but uses a search space of sim-
ilar size)?

4.1 Effectiveness of the Labels
We analyze the precision of the labeling process by per-

forming sidechain optimization using our biased sampling
scheme and comparing energies obtained with an unbiased
sampling scheme. We assign a low level of sampling to the
easy positions and high level of sampling to the hard posi-
tions. The “medium” positions and the unbiased scheme are
assigned the same number of conformers such that the dif-
ference in the search spaces for the biased sampling and the

2We included only the bond, angle, dihedral, improper and
Van der Waals energy terms in our experiments.



Figure 2: Energies obtained by our biased sampling
scheme (using the actual labels) are lower than those
obtained by an unbiased scheme.

unbiased sampling scheme is minimal. Results in Figure 2
show that sampling less/more on the positions labeled as
easy/hard indeed enables the sidechain optimization algo-
rithm to achieve better energies than an unbiased sampling
scheme, thus answering Q1 affirmatively.

4.2 Experiments with classification algorithms
We use the following classification algorithms from the

WEKA package: a) Bagging b) simpleCART - decision tree
learner c) LogitBoost - Boosting of decision stumps and d)
Naive Bayes. Figure 3 presents the results of the compari-
son of the models against the baseline method which uses an
unbiased sampling for all positions. For each of the classi-
fication methods, we compare the energies produced on the
classified and baseline models. We compute the fraction of
proteins in which the energy for one method is significantly
(> 2 kcal.mol−1) lower than the other. The figure presents
the results for all the classifier methods listed above. As
can be seen, the use of the classification methods yields a
superior performance for a larger fraction of proteins com-
pared to the baseline method. The performance seems to be
comparable for Bagging, CART and NaiveBayes with Log-
itBoost performing slightly less efficiently. Hence, we can
answer Q2 positively i.e., the classifiers perform better than
a baseline that is unbiased.

Thus we see that the labels produced by the classifiers
improve performance in a vast majority of the test proteins.

5. CONCLUSION
In this work, we addressed the challenging problem of dis-

tributing sampling among different positions in a protein.
To achieve this, we developed a two-stage approach that
used an underlying conformer library. In the first-step, we
labeled the positions based on the number of conformers in
the library that can fit in the position. In the second step,
we used a different set of features (i.e., structural features)
to learn a classifier that is able to predict the hardness of the
different positions. We evaluated the two-stage approach on
44 proteins from the protein data bank. Our evaluation al-
lowed us to answer affirmatively a variety of questions rang-
ing from the validity of the labeling strategy to the effec-

Figure 3: Classification methods provide labels that
help attain lower energies in more test proteins than
the unbiased scheme.

tiveness of the various classification algorithms. Our results
strongly demonstrate that the use of machine learning in-
deed results in superior performance compared to a method
that does not explicitly differentiate the positions.
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