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Chapter 7. Confidence Sets
Lecture 19: Pivotal quantities and confidence sets
Confidence sets
X : a sample from a population P ∈P.
θ = θ(P): a functional from P to Θ⊂Rk for a fixed integer k .
C(X ): a confidence set for θ , a set in BΘ (the class of Borel sets on Θ)
depending only on X .
The confidence coefficient of C(X ):

inf
P∈P

P(θ ∈ C(X ))

If the confidence coefficient of C(X ) is ≥ 1−α for fixed α ∈ (0,1), then
we say that C(X ) has confidence level 1−α or C(X ) is a level 1−α

confidence set.

We focus on
methods of constructing confidence sets;
properties of confidence sets.
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Construction of Confidence Sets: Pivotal quantities
The most popular method of constructing confidence sets is the use of
pivotal quantities defined as follows.

Definition 7.1
A known Borel function ℜ of (X ,θ) is called a pivotal quantity if and
only if the distribution of ℜ(X ,θ) does not depend on P.

Remarks
A pivotal quantity depends on P through θ = θ(P).
A pivotal quantity is usually not a statistic, although its distribution
is known.
With a pivotal quantity ℜ(X ,θ), a level 1−α confidence set for
any given α ∈ (0,1) can be obtained.
If ℜ(X ,θ) has a continuous c.d.f., then we can obtain a confidence
set C(X ) that has confidence coefficient 1−α.
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Construction
First, find two constants c1 and c2 such that

P(c1 ≤ℜ(X ,θ)≤ c2)≥ 1−α.

Next, define
C(X ) = {θ ∈Θ : c1 ≤ℜ(X ,θ)≤ c2}.

Then C(X ) is a level 1−α confidence set, since

inf
P∈P

P
(
θ ∈ C(X )

)
= inf

P∈P
P
(
c1 ≤ℜ(X ,θ)≤ c2

)
= P

(
c1 ≤ℜ(X ,θ)≤ c2

)
≥ 1−α.

The confidence coefficient of C(X ) may not be 1−α.
If ℜ(X ,θ) has a continuous c.d.f., then we can choose ci ’s such that
the equality in the last expression holds and the confidence set C(X )
has confidence coefficient 1−α.
In a given problem, there may not exist any pivotal quantity, or there
may be many different pivotal quantities and one has to choose one
based on some principles or criteria, which are discussed in §7.2.
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Computation
When ℜ(X ,θ) and ci ’s are chosen, we need to compute the
confidence set C(X ) = {c1 ≤ℜ(X ,θ)≤ c2}.
This can be done by inverting c1 ≤ℜ(X ,θ)≤ c2.
For example, if θ is real-valued and ℜ(X ,θ) is monotone in θ when X
is fixed, then

C(X ) = {θ : θ(X )≤ θ ≤ θ(X )}

for some θ(X ) < θ(X ), i.e., C(X ) is an interval (finite or infinite). If
ℜ(X ,θ) is not monotone, then C(X ) may be a union of several
intervals.
For real-valued θ , a confidence interval rather than a complex set such
as a union of several intervals is generally preferred since it is simple
and the result is easy to interpret.
When θ is multivariate, inverting c1 ≤ℜ(X ,θ)≤ c2 may be
complicated.
In most cases where explicit forms of C(X ) do not exist, C(X ) can still
be obtained numerically.
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Example 7.2
Let X1, ...,Xn be i.i.d. random variables from the uniform distribution
U(0,θ).
Consider the problem of finding a confidence set for θ .
Note that the family P in this case is a scale family so that the results
in Example 7.1 can be used.
But a better confidence interval can be obtained based on the
sufficient and complete statistic X(n) for which X(n)/θ is a pivotal
quantity (Example 7.13).
Note that X(n)/θ has the Lebesgue p.d.f. nxn−1I(0,1)(x).
Hence ci ’s should satisfy cn

2 −cn
1 = 1−α.

The resulting confidence interval for θ is

[c−1
2 X(n),c−1

1 X(n)].

Choices of ci ’s are discussed in Example 7.13.
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Example 7.3 (Fieller’s interval)
Let (Xi1,Xi2), i = 1, ...,n, be i.i.d. bivariate normal with unknown
µj = E(X1j), σ2

j = Var(X1j), j = 1,2, and σ12 = Cov(X11,X12).
Let θ = µ2/µ1 be the parameter of interest (µ1 6= 0).
Define Yi(θ) = Xi2−θXi1.
Then Y1(θ), ...,Yn(θ) are i.i.d. from N(0,σ2

2 −2θσ12 + θ 2σ2
1 ).

Let

S2(θ) =
1

n−1

n

∑
i=1

[Yi(θ)− Ȳ (θ)]2 = S2
2−2θS12 + θ

2S2
1 ,

where Ȳ (θ) is the average of Yi(θ)’s and S2
i and S12 are sample

variances and covariance based on Xij ’s.
It follows from Examples 1.16 and 2.18 that

√
nȲ (θ)/S(θ) has the

t-distribution tn−1 and, therefore, is a pivotal quantity.
Let tn−1,α be the (1−α)th quantile of the t-distribution tn−1.
Then

C(X ) = {θ : n[Ȳ (θ)]2/S2(θ)≤ t2
n−1,α/2}

is a confidence set for θ with confidence coefficient 1−α.
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Note that n[Ȳ (θ)]2 = t2
n−1,α/2S2(θ) defines a parabola in θ .

Depending on the roots of the parabola, C(X ) can be a finite interval,
the complement of a finite interval, or the whole real line (exercise).

Proposition 7.1 (Existence of pivotal quantities in parametric
problems)
Let T (X ) = (T1(X ), ...,Ts(X )) and T1, ...,Ts be independent statistics.
Suppose that each Ti has a continuous c.d.f. FTi ,θ indexed by θ .
Then ℜ(X ,θ) = ∏

s
i=1 FTi ,θ (Ti(X )) is a pivotal quantity.

Proof
The result follows from the fact that FTi ,θ (Ti)’s are i.i.d. from the
uniform distribution U(0,1).

When θ and T in Proposition 7.1 are real-valued, we can use the
following result to construct confidence intervals for θ even when the
c.d.f. of T is not continuous.
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Theorem 7.1
Suppose that P is in a parametric family indexed by a real-valued θ .
Let T (X ) be a real-valued statistic with c.d.f. FT ,θ (t) and let α1 and α2
be fixed positive constants such that α1 + α2 = α < 1

2 .
(i) Suppose that FT ,θ (t) and FT ,θ (t−) are nonincreasing in θ for each
fixed t .
Define

θ = sup{θ : FT ,θ (T )≥ α1} and θ = inf{θ : FT ,θ (T−)≤ 1−α2}.

Then [θ(T ),θ(T )] is a level 1−α confidence interval for θ .
(ii) If FT ,θ (t) and FT ,θ (t−) are nondecreasing in θ for each t , then the
same result holds with

θ = inf{θ : FT ,θ (T )≥ α1} and θ = sup{θ : FT ,θ (T−)≤ 1−α2}.

(iii) If FT ,θ is a continuous c.d.f. for any θ , then FT ,θ (T ) is a pivotal
quantity and the confidence interval in (i) or (ii) has confidence
coefficient 1−α.
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Figure: A confidence interval by using FT ,θ (t)
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Proof of Theorem 7.1.
We only need to prove (i).
Under the given condition, θ > θ implies FT ,θ (T ) < α1 and θ < θ

implies FT ,θ (T−) > 1−α2.
Hence,

P
(
θ ≤ θ ≤ θ

)
≥ 1−P

(
FT ,θ (T ) < α1

)
−P

(
FT ,θ (T−) > 1−α2

)
.

The result follows from

P
(
FT ,θ (T ) < α1

)
≤ α1 and P

(
FT ,θ (T−) > 1−α2

)
≤ α2.

The proof of this inequality is left as an exercise.

Discussion
When the parametric family in Theorem 7.1 has monotone likelihood
ratio in T (X ), it follows from Lemma 6.3 that the condition in Theorem
7.1(i) holds; in fact, it follows from Exercise 2 in §6.6 that FT ,θ (t) is
strictly decreasing for any t at which 0 < FT ,θ (t) < 1.
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Discussion
If FT ,θ (t) is also continuous in θ , limθ→θ− FT ,θ (t) > α1, and
limθ→θ+ FT ,θ (t) < α1, where θ− and θ+ are the two ends of the
parameter space, then θ is the unique solution of FT ,θ (t) = α1. (Figure)
A similar conclusion can be drawn for θ .
Theorem 7.1 can be applied to obtain the confidence interval for θ in
Example 7.2 (exercise).
The following example concerns a discrete FT ,θ .

Example 7.5
Let X1, ...,Xn be i.i.d. random variables from the Poisson distribution
P(θ) with an unknown θ > 0 and T (X ) = ∑

n
i=1 Xi .

Note that T is sufficient and complete for θ and has the Poisson
distribution P(nθ).
Thus

FT ,θ (t) =
t

∑
j=0

e−nθ (nθ)j

j!
, t = 0,1,2, ....
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Since the Poisson family has monotone likelihood ratio in T and
0 < FT ,θ (t) < 1 for any t , FT ,θ (t) is strictly decreasing in θ .
Also, FT ,θ (t) is continuous in θ and FT ,θ (t) tends to 1 and 0 as θ tends
to 0 and ∞, respectively.
Thus, Theorem 7.1 applies and θ is the unique solution of
FT ,θ (T ) = α1.
Since FT ,θ (t−) = FT ,θ (t−1) for t > 0, θ is the unique solution of
FT ,θ (t−1) = 1−α2 when T = t > 0 and θ = 0 when T = 0.
In fact, in this case explicit forms of θ and θ can be obtained from

1
Γ(t)

∫
∞

λ

x t−1e−xdx =
t−1

∑
j=0

e−λ λ j

j!
, t = 1,2, ....

Using this equality, it can be shown (exercise) that

θ = (2n)−1
χ

2
2(T +1),α1

and θ = (2n)−1
χ

2
2T ,1−α2

,

where χ2
r ,α is the (1−α)th quantile of the chi-square distribution χ2

r
and χ2

0,a is defined to be 0.
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So far we have considered examples for parametric problems.
In a nonparametric problem, a pivotal quantity may not exist and we
have to consider approximate pivotal quantities (§7.3 and §7.4).

Asymptotic criterion
In some problems, especially in nonparametric problems, it is difficult
to find a reasonable confidence set with a given confidence coefficient
or confidence level 1−α.
A common approach is to find a confidence set whose confidence
coefficient or confidence level is nearly 1−α when the sample size n is
large.
A confidence set C(X ) for θ has asymptotic confidence level 1−α if

liminf
n

P(θ ∈ C(X ))≥ 1−α for any P ∈P

If
lim
n→∞

P(θ ∈ C(X )) = 1−α for any P ∈P

then C(X ) is a 1−α asymptotically correct confidence set.
Note that asymptotic correctness is not the same as having limiting
confidence coefficient 1−α (Definition 2.14).
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Asymptotically pivotal quantities
A known Borel function of (X ,θ), ℜn(X ,θ), is said to be asymptotically
pivotal iff the limiting distribution of ℜn(X ,θ) does not depend on P.
Like a pivotal quantity in constructing confidence sets (§7.1.1) with a
given confidence coefficient or confidence level, an asymptotically
pivotal quantity can be used in constructing asymptotically correct
confidence sets.
Most asymptotically pivotal quantities are of the form V̂−1/2

n (θ̂n−θ),
where θ̂n is an estimator of θ that is asymptotically normal, i.e.,

V−1/2
n (θ̂n−θ)→d Nk (0, Ik ),

V̂n is a consistent estimator of the asymptotic covariance matrix Vn.
The resulting 1−α asymptotically correct confidence sets are

C(X ) = {θ : ‖V̂−1/2
n (θ̂n−θ)‖2 ≤ χ

2
k ,α},

where χ2
k ,α is the (1−α)th quantile of the chi-square distribution χ2

k .
If θ is real-valued (k = 1), then C(X ) is a confidence interval.
When k > 1, C(X ) is an ellipsoid.
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Example 7.20 (Functions of means)
Suppose that X1, ...,Xn are i.i.d. random vectors having a c.d.f. F on
Rd and that the unknown parameter of interest is θ = g(µ), where
µ = E(X1) and g is a known differentiable function from Rd to Rk ,
k ≤ d .
From the CLT, Theorem 1.12, θ̂n = g(X̄ ) satisfies

V−1/2
n (θ̂n−θ)→d Nk (0, Ik )

Vn = [∇g(µ)]τVar(X1)∇g(µ)/n

A consistent estimator of the asymptotic covariance matrix Vn is

V̂n = [∇g(X̄ )]τS2
∇g(X̄ )/n.

Thus,
C(X ) = {θ : ‖V̂−1/2

n (θ̂n−θ)‖2 ≤ χ
2
k ,α},

is a 1−α asymptotically correct confidence set for θ .
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Example 7.22 (Linear models)
Consider linear model X = Zβ + ε, where ε has i.i.d. components with
mean 0 and variance σ2.
Assume that Z is of full rank and that the conditions in Theorem 3.12
hold.
It follows from Theorem 1.9(iii) and Theorem 3.12 that for the LSE β̂ ,

V−1/2
n (β̂ −β )→d Np(0, Ip)

Vn = σ
2(Z τZ )−1

A consistent estimator for Vn is V̂n = (n−p)−1SSR(Z τZ )−1 (see
§5.5.1).
Thus, a 1−α asymptotically correct confidence set for β is

C(X ) = {β : (β̂ −β )τ (Z τZ )(β̂ −β )≤ χ
2
p,αSSR/(n−p)}.

Note that this confidence set is different from the one in Example 7.9
derived under the normality assumption on ε.
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