5.5.1 LP Duality

The motivation behind using an LP dual is that it provides a lower bound on the value of the optimal LP solution (for minimization problems, and an upper bound for maximization problems). For instance, consider the following LP.

Minimize $7x + 3y$ subject to

- $x + y \geq 2$
- $3x + y \geq 4$
- $x, y \geq 0$

By inspection we can obtain a solution $x = 1, y = 1$, with an objective function value of 10. Can we prove that this is optimal? Consider the following approach. If we multiply the constraints with some values and add them such that the coefficients of $x$ and $y$ are at most 7 and 3 respectively, we can get a lower bound on the solution. For instance, if we add the two constraints, we get $4x + 2y \geq 6$, and since $x, y \geq 0$, we have $7x + 3y > 4x + 2y \geq 6$. So, 6 is a lower bound to the optimal solution. Likewise, if we multiply the first constraint with 1, and the second constraint with 2, we get $7x + 3y = (x + y) + 2(3x + y) \geq 2 + 2(4) = 10$. Hence, 10 is a lower bound on the solution, and $(x = 1, y = 1)$ with an objective function value of 10 is an optimal solution.

LP duality generalizes this approach to arbitrary problems. The idea is to find the optimal multipliers for the constraints so as to obtain the tightest bound possible. We can express this problem of finding the best multipliers as another LP; this is called the dual LP. The variables in this LP represent constraints of the original primal LP. Each constraint in the dual LP refers to one variable of the primal LP and states that the weighted sum of the coefficients corresponding to that variable should be no more than the coefficient of the variable in the objective function. In the above example, suppose that the multipliers for the two constraints are $\alpha$ and $\beta$ respectively, then we obtain the following dual constraints corresponding to the variables $x$ and $y$ respectively.

- $\alpha + 3\beta \leq 7$
- $\alpha + \beta \leq 3$

Subject to these constraints, our goal is to maximize the sum $2\alpha + 4\beta$ so as to obtain the best lower bound on the optimal value of the primal LP. This gives us the dual of the above LP.

5.5.2 Writing a dual LP given the primal

In the remainder we focus on primal LPs with a minimization objective, although all of our claims hold in the maximization case as well. We To obtain a dual LP given the primal, we do the following.
1. For each constraint in the primal, we have a corresponding variable in the dual. (This variable is the multiplier).

2. For each variable in the primal, we have a corresponding constraint in the dual. These constraints say that when we multiply the primal constraints with the dual variables and add them, the sum of coefficients of any primal variable should be less than or equal to the coefficient of the variable in the primal objective function.

3. The dual objective function is to maximize the sum of products of right hand sides of primal constraints and the corresponding dual variables. (This is maximizing the lower bound on the primal LP solutions).

Formally, consider a minimization LP in the standard form:

\[
\begin{align*}
\text{Minimize} & \quad \sum_i c_i x_i \\
\text{subject to} & \quad \sum_i A_{ij} x_i \geq b_j \quad \forall j \\
& \quad x_i \geq 0 \quad \forall i
\end{align*}
\]

Let \( y_j \) denote the multiplier corresponding to the \( j \)the constraint. Then the dual LP is given by:

\[
\begin{align*}
\text{Maximize} & \quad \sum_j b_j y_j \\
\text{subject to} & \quad \sum_j A_{ij} y_j \geq c_i \quad \forall i \\
& \quad y_j \geq 0 \quad \forall j
\end{align*}
\]

Expressed in matrix form, the primal and dual are given as below.

\[
\begin{align*}
\text{Minimize} & \quad c^T x \\
\text{subject to} & \quad Ax \geq b \\
& \quad x \geq 0
\end{align*}
\]

\[
\begin{align*}
\text{Maximize} & \quad b^T y \\
\text{subject to} & \quad A^T y \leq c \\
& \quad y \geq 0
\end{align*}
\]

Note that the dual of a dual LP is the original primal LP. We now note the following two theorems. The proof of the strong duality theorem is beyond the scope of this class.

**Theorem 5.5.2.1 (Weak LP duality theorem)** If \( x \) is any primal feasible solution and \( y \) is any dual feasible solution, then \( c^T x \geq b^T y \).
Proof:

\[ \sum_i c_i x_i \geq \sum_i \left( \sum_j A_{ij} y_j \right) x_i \]

\[ = \sum_j \left( \sum_i A_{ij} x_i \right) y_j \]

\[ \geq \sum_j b_j y_j \]

\[ \Box \]

**Theorem 5.5.2.2 (Strong LP duality theorem)** If the primal has an optimal solution \( x^* \) and the dual has an optimal solution \( y^* \), then \( c^T x^* = b^T y^* \), i.e., the primal and the dual have the same optimal objective function value.

In general, if the primal is infeasible (there is no feasible point which satisfies all the constraints), the dual is unbounded (the optimal objective function value is unbounded). Similarly, if the dual is infeasible, the primal is unbounded. However, if both the primal and dual are feasible (have at least one feasible point), the strong LP duality theorem says that the optimal solutions to the primal and the dual have the exact same objective function value.

### 5.5.3 Max-flow min-cut theorem revisited

The max-flow min-cut theorem can be derived as a corollary of LP duality. Recall the LP for the max flow problem:

\[
\text{maximize } \sum_{v:(s,v) \in E} f_{s,v} \text{ subject to } \\
\sum_{u:(u,v) \in E} f_{(u,v)} = \sum_{u:(v,u) \in E} f_{(v,u)} \quad \forall v \in V, v \neq s, t \quad \text{(Conservation)} \\
f_e \leq c_e \quad \forall e \in E \quad \text{(Capacity constraints)} \\
f_e \geq 0 \quad \forall e \in E
\]

We can rewrite this in standard form as follows:

\[
\text{maximize } \sum_{v:(s,v) \in E} f_{s,v} \text{ subject to } \\
\sum_{u:(v,u) \in E} f_{(v,u)} - \sum_{u:(u,v) \in E} f_{(u,v)} = 0 \quad \forall v \in V, v \neq s, t \quad \text{(Conservation)} \\
f_e \leq c_e \quad \forall e \in E \quad \text{(Capacity constraints)} \\
f_e \geq 0 \quad \forall e \in E
\]
Now let us associate multipliers $d_v$ with the first set of constraints and multipliers $\ell_e$ with the second set of constraints. Then, for an edge $(u, v) \in E$, with $u, v \neq s, t$, we get the following constraint:

$$-d_v + d_u + \ell_{(u,v)} \geq 0$$

Likewise, for edges $(s, v) \in E$ and $(u, t) \in E$, we get:

$$-d_v + \ell_{(s,v)} \geq 1$$
$$d_u + \ell_{(u,v)} \geq 0$$

For uniformity, we define and set $d_s = 1$ and $d_t = 0$. Then, we get the following dual LP:

$$\text{minimize} \sum_{e \in E} c_e \ell_e \text{ subject to}$$
$$d_v \leq d_u + \ell_{(u,v)} \quad \forall (u, v) \in E$$
$$d_s = 1$$
$$d_t = 0$$
$$\ell_e \geq 0 \quad \forall e \in E$$

One way to interpret this dual LP is to think of the $\ell_e$ variables as defining lengths on edges. Then the dual constraints are triangle inequalities and the $d_v$ variables represent the distance of vertex $v$ from sink $t$ under lengths $\ell$. The LP asks for lengths on edges such that the distance between $s$ and $t$ is at least 1 and the “cost” is minimized. If all the lengths $\ell_e$ in some feasible solution are either 0 or 1, then the solution forms an $s$-$t$ cut and its cost denotes the capacity of the cut. So an optimal integral solution to this LP represents the min $s$-$t$ cut in the graph.

It turns out that all basic solutions to this LP are integral (that is, all edge lengths $\ell_e$ are either 0 or 1). This, along with the above discussion and the strong LP duality theorem, gives another proof of the max-flow min-cut theorem. We will prove the integrality of the min-cut LP in a future lecture or homework.