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Abstract

We review the concept of VU-decomposition of nonsmooth convex functions, which is closely related to the notion of partly smooth functions. As VU-decomposition depends on the subdifferential at the given point, the associated objects lack suitable continuity properties (because the subdifferential lacks them), which poses an additional challenge to the already difficult task of constructing superlinearly convergent algorithms for nonsmooth optimization. We thus introduce certain ε-VU-objects, based on an abstract enlargement of the subdifferential, which have better continuity properties. We note that the standard ε-sudifferential belongs to the introduced family of enlargements, but we argue that this is actually not the most appropriate choice from the algorithmic point of view. Specifically, strictly smaller enlargements are desirable, as well as enlargements tailored to specific structure of the function (when there is such structure). Various illustrative examples are given.

1 Introduction

Designing superlinearly convergent algorithms for nonsmooth convex optimization has been an important challenge over the last thirty years or so [22]. The elusive fast convergence in nonsmooth settings remained out of reach until it was noticed in [13] that for a nonsmooth convex function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, second-order expansions do exist, when restricted to a certain special subspace. More precisely, near a given point $\bar{x}$, while the function has kinks on the subspace spanned by its subdifferential $\partial f(\bar{x})$, on the orthogonal complement of this subspace the graph of $f$ appears “U”-shaped (in other words, smooth). Because this subspace concentrates the smoothness of $f$, it was called the U-subspace in [14]. Likewise, its orthogonal complement reflects all the nonsmoothness of $f$ about $\bar{x}$, and so it was called the V-subspace, $\mathcal{V}(\bar{x}) := \text{aff}(\partial f(\bar{x}) - g)$ where $g \in \partial f(\bar{x})$ and aff stands for the affine hull of a set.

From the algorithmic perspective, the importance of having a second-order expansion for $f$ lies in the possibility of making a fast $\mathcal{U}$-Newton-move, thus enabling superlinear convergence. The VU-space decomposition gave rise to conceptual methods, that were made implementable for problems with good structural properties, such as max-eigenvalue minimization [27] and primal-dual gradient structured functions [23]. The ability of bundle methods to identify nonsmoothness structure for max-functions was demonstrated in [5]. An interesting connection with Sequential Quadratic Programming methods was revealed in [26]. The VU-theory was applied in [21] to solve stochastic programming problems, and also in [11] and [12] to design fast algorithms for nonconvex maximum eigenvalue problems. More recently, for finite max-functions, [6] shows that it is possible to construct VU-approximations in a derivative-free setting; see also [7].

The notion of partial smoothness, introduced in [15] for nonconvex nonsmooth functions, includes the VU-decomposition concepts as a particular case. A partly smooth function appears as being smooth when moving along certain manifold of activity, whose tangent subspace is the $\mathcal{U}$-subspace. The question of finding the activity manifold is related to the problem of identifying active constraints in nonlinear programming [16], and has been explored in [8], [4], [19], [20].

Although partial smoothness and VU-decomposition appear as very powerful theoretical tools, they have not yet been exploited up to their full potential in algorithmic developments. Recall

∗IMPA, Estrada Dona Castorina, 110 Rio de Janeiro, RJ 22460-320 Brazil. Email: shuailiu@impa.br
†IMECC-UNICAMP, Rua Sérgio Buarque de Holanda, 651, 13083-859, Campinas, SP, Brazil. Partially supported by CNPq Grant 303905/2015-8 and FAPERJ. Grant 203.052/2016. E-mail: sagastiz@impa.br
‡IMPA – Instituto de Matemática Pura e Aplicada, Estrada Dona Castorina 110, Jardim Botânico, Supported in part by CNPq Grant 303724/2015-3 and by FAPERJ Grant 203.052/2016. Email: solodov@impa.br
that bundle methods (which are some of the most practical and efficient tools for the nonsmooth setting) are designed as black-box (first-order) methods, working with an oracle which provides functional values and only one subgradient for any given point. From a numerical perspective, properly identifying the \( \mathcal{VU} \)-subspaces (or the activity manifold) on the basis of such scarce/limited information is very hard. However, in our understanding, there is also another important reason for the difficulties, and it is inherent to the \( \mathcal{VU} \)-concepts (or partly smooth concepts) themselves. Specifically, at issue is the lack of suitable continuity of \( \mathcal{VU} \)-objects when they are seen as set-valued mappings of \( x \). Roughly speaking, if the function happens to have a kink of nondifferentiability at one iterate \( x^k \), the corresponding \( V^{k+1} \)-subspace should have some positive dimension; whereas if at \( x^{k+1} \) the function is differentiable, the \( V^{k+1} \)-subspace shrinks to zero. We emphasize that this may occur even for two iterates arbitrarily close to each other. Such oscillations are undesirable in any algorithm, as it becomes prone to erratic/unstable behaviour.

Motivated by the observations above, in this work we introduce \( \varepsilon \)-\( \mathcal{VU} \)-objects that have better continuity properties, when considered as multifunctions of \( x \) and \( \varepsilon \). Note that a natural, and straightforward, proposal would be to consider the linearity space of the \( \varepsilon \)-subdifferential of \( f \) at \( x \),

\[
V_\varepsilon(x) := \text{aff}(\partial f(\bar{x}) - g),
\]

where \( g \in \partial f(\bar{x}) \). However, we shall argue that this may not necessarily be the most appropriate choice. To take advantage of possible structural properties of \( f \), as well as to allow more options and flexibility, we shall introduce a certain abstract enlargement, denoted by \( \delta_\varepsilon f(\bar{x}) \), for which the \( \varepsilon \)-subdifferential is one but not the only possible choice. Among other things, we allow enlargements of \( \partial f(\bar{x}) \) which can be smaller than \( \delta_\varepsilon f(\bar{x}) \). We believe this can be desirable for a number of reasons, ranging from tighter approximation to easier computation when compared to the \( \varepsilon \)-subdifferential. Indeed, we actually prefer the enlargement \( \delta_\varepsilon f(\bar{x}) \) to be strictly contained in \( \delta_\varepsilon f(\bar{x}) \). This is because we often find \( \delta_\varepsilon f(\bar{x}) \) to be too big, causing \( V_\varepsilon(\bar{x}) \) too "fat", and consequently \( U_\varepsilon(\bar{x}) \) too "thin". We conclude this discussion by noting that there is another well-known candidate for enlargement of the subdifferential, namely the so-called \( \varepsilon \)-enlargement of the maximally monotone operator (the subdifferential is maximally monotone), see [1]. However, this enlargement is even larger than the \( \varepsilon \)-subdifferential.

This work is organized as follows. Section 2 gives an overview of important concepts regarding the \( \mathcal{VU} \)-theory and partial smoothness. Section 3 is devoted to the abstract enlargement of the subdifferential, and studies under which conditions the resulting \( \varepsilon \)-\( \mathcal{VU} \)-subspaces are outer and/or inner semicontinuous multifunctions of \( (x, \varepsilon) \). Section 4 illustrates how the abstract enlargement is more versatile than the \( \varepsilon \)-subdifferential, and how it can be used to fully exploit known structure of a function in a model example. This section finishes showing the impact that the chosen enlargement and the corresponding \( \varepsilon \)-\( \mathcal{VU} \)-subspaces have in an algorithmic framework. Sections 5 and 6 consider enlargements suitable for functions defined as the pointwise maximum of convex functions and sublinear functions, respectively. The work concludes with final remarks and comments on future research.

## 2 A fast overview of \( \mathcal{VU} \)-theory

We now recall the essential notions of the \( \mathcal{VU} \)-theory, which is at the heart of developing superlinearly convergent variants of bundle methods [23].

### 2.1 The \( \mathcal{U} \)-Lagrangian

Given a convex function \( f : \mathbb{R}^n \to \mathbb{R} \) and a point \( \bar{x} \in \mathbb{R}^n \), let \( g \) be any subgradient in \( \partial f(\bar{x}) \). The \( \mathcal{VU} \)-decomposition [14] of \( \mathbb{R}^n \) at \( \bar{x} \) is defined by

\[
\mathcal{V}(\bar{x}) = \text{span}(\partial f(\bar{x}) - g) = \text{aff}(\partial f(\bar{x})) - g, \quad \mathcal{U}(\bar{x}) = \mathcal{V}(\bar{x})^\perp. \tag{1}
\]

Given any \( g^o \in \text{ri } \partial f(\bar{x}) \), the interior of \( \partial f(\bar{x}) \) relative to its affine hull, it is known that the subspaces in question can also be characterized as

\[
\mathcal{U}(\bar{x}) = \{ w \in \mathbb{R}^n : f'(\bar{x}; -w) = -f'(\bar{x}; w) \} = N_{\partial f(\bar{x})}(g^o),
\]

\[
\mathcal{V}(\bar{x}) = T_{\partial f(\bar{x})}(g^o),
\]

where \( f'(\bar{x}; d) \) is the directional derivative of \( f \) at \( \bar{x} \) in the direction \( d \); \( N_D(z) \) stands for the normal cone and \( T_D(z) \) for the tangent cone, respectively, to the convex set \( D \) at \( z \in D \).
As $\mathbb{R}^n = U(\bar{x}) \oplus V(\bar{x})$, each $x \in \mathbb{R}^n$ can be decomposed into $x = x_U(\bar{x}) \oplus x_V(\bar{x})$. The $U$-Lagrangian of $f$ depends on the $V(\bar{x})$-component $\hat{g}_V(x)$ of a given subgradient $\hat{g} \in \partial f(\bar{x})$:

$$U(\bar{x}) \ni u \mapsto L_U(u; \hat{g}_V(x)) := \inf_{v \in V(\bar{x})} \left\{ f(\bar{x} + u \oplus v) - \langle \hat{g}_V(x), v \rangle_{V(\bar{x})} \right\}.$$ 

Each $U$-Lagrangian is a proper closed convex function that is differentiable at $u = 0$ with $U$-gradient given by $\nabla L_U(0; \hat{g}_V(x)) = \hat{g}_U(x) = P_{L_U}(\partial f(\bar{x}))$, the projection of $\partial f(\bar{x})$ on $U(\bar{x})$. When $f$ has the primal-dual gradient structure at $\bar{x}$, $L_U$ is twice continuously differentiable around $0$ and $f$ has a second-order expansion in $u$ along the smooth trajectory corresponding to $U$.

### 2.2 Fast tracks

A conceptual superlinearly convergent $\mathcal{V}U$-algorithm makes a minimizing step in the $V$-subspace, followed by a $U$-Newton step along the direction of the $U$-gradient. To make this idea implementable, a fundamental result is [24, Thm 5.2]. It states that, at least locally, $V$-steps can be replaced by proximal steps. Proximal steps, in turn, can be approximated (with any desired precision) by bundle methods.

Let $p(x)$ denote the proximal point of $f$ at $x$, which also depends on a prox-parameter $\mu > 0$ (although not reflected in our notation). I.e., $p(x)$ is the unique minimizer of $f(y) + \mu/2y - x|^2$. Then, by [25, Cor. 4.3], to compute the $U$-gradient it suffices to find $s(x)$, the element of minimum norm in $\partial f(p(x))$. Under reasonable assumptions, the primal-dual pair $(p(x), s(x))$ is a fast track leading to $(\bar{x}, 0)$, a minimizer and the null subgradient.

Since bundle methods can be used to approximate proximal steps, see, e.g., [3], all the $\mathcal{V}U$-related quantities can be approximated by suitably combining the ingredients above. Specifically, let $\varphi$ denote a convex piecewise linear model of $f$, available at the current iteration. Then the bundle method quadratic programming problem solution

$$\hat{d} := \arg\min_d \varphi(x + d) + \frac{1}{2\mu}|d|^2$$

yields an approximation $\hat{p} = x + \hat{d}$ for the proximal point $p(x)$. Once $\hat{p}$ is known, since $\varphi$ is a simple max-function, the full subdifferential $\partial\varphi(\hat{p})$ is readily available. It is then possible to compute its null space, and its basis matrix $U$, to approximate $U(\hat{p})$. Also, it is possible to to obtain an approximation for $s(x)$, by solving a second quadratic programming problem

$$\hat{s} := \arg\min_s \left\{|s|^2 : s \in \partial\varphi(x + \hat{d})\right\}.$$ 

The $U$-step is given by $d_U := UH^{-1}U^\top \hat{s}$, for a positive definite matrix $H$ gathering second-order information of $f$ about $\hat{p}$.

However, since we are dealing with approximations, the $V$ and $U$-steps yielding the next iterate, $x^+ = \hat{p} - d_U$, are done only when the approximation is deemed good enough; specifically, when

$$f(\hat{p}) - \varphi(\hat{p}) \leq \frac{m}{2\mu}|\hat{s}|^2$$

for a given parameter $m \in (0, 1)$.

The steps above are the main ingredients of the globally and locally superlinearly convergent $\mathcal{V}U$-algorithm developed in [23] (barring a simple line search that we omit here, to simplify the exposition).

### 2.3 Smooth manifolds and partial smoothness

A concept closely related to $\mathcal{V}U$-theory is the one of partial smoothness, relative to certain smooth manifold.

In [18], a set $\mathcal{M} \subset \mathbb{R}^n$ is said to be a $C^k$-smooth manifold of codimension $m$ around $\bar{x} \in \mathcal{M}$ if there is an open set $Q \subset \mathbb{R}^n$ such that

$$\mathcal{M} \cap Q = \{ x \in Q : \phi_i(x) = 0, i = 1, \ldots, m \},$$

where $\phi_i \in C^k$.
where \( \phi_i \) are \( C^k \) functions (i.e., \( k \) times continuously differentiable) with the set \( \{ \nabla \phi_i(\bar{x}) \}, \ i = 1, \ldots, m \) being linearly independent. The normal (orthogonal to tangent) subspace to \( M \) at \( \bar{x} \) is given by
\[
N_M(\bar{x}) = \text{span} \{ \nabla \phi_i(\bar{x}), \ i = 1, \ldots, m \}.
\]

A proper closed convex function \( f \) is said to be \emph{partly smooth} at \( \bar{x} \), relative to \( M \), a \( C^2 \)-manifold around \( \bar{x} \), if \( \partial f(\bar{x}) \neq \emptyset \), and
\begin{enumerate}
\item Smoothness: \( f \) restricted to \( M \) is \( C^2 \) around \( \bar{x} \);
\item Normals are parallel to subdifferential: \( N_M(\bar{x}) = \mathcal{V}(\bar{x}) \);
\item Continuity: \( \partial f \) is continuous at \( \bar{x} \) relative to \( M \).
\end{enumerate}

The function \( f \) is said to be \emph{partly smooth relative to the manifold} \( M \) if \( f \) is partly smooth at each point in \( M \), relative to \( M \).

In [15] it is shown that if a function is partly smooth relative to a manifold, then the manifold contains the primal component of the fast track (proposed in \( \mathcal{U} \mathcal{U} \)-decomposition) is partly smooth at \( \bar{x} \), relative to a manifold that can be defined from the functional structure. For example, given a nonempty finite index set \( I \) and any \( C^1 \)-convex functions \( f_i, \ i \in I \), the max-function
\[
f(x) := \max_{i \in I} f_i(x)
\]
is partly smooth at \( \bar{x} \) relative to the manifold
\[
\mathcal{M}_x = \{ x : I(x) = I(\bar{x}) \}
\]
where
\[
I(x) := \{ i \in I : f_i(x) = f(x) \}
\]
is the activity set, provided the set of active gradients \( \{ \nabla f_i(\bar{x}) : i \in I(\bar{x}) \} \) is linearly independent [15, Cor. 4.8].

Regarding the \( \mathcal{U} \mathcal{U} \)-algorithm, the smooth manifold appears in connection with the sequence of \( \mathcal{V} \)-steps: finding an acceptable \( \tilde{p} \) can be seen as a succession of corrector steps, bringing the iterate \( x \) close to the smooth manifold. Pursuing further with this geometrical interpretation, once (2) holds, the \( \mathcal{U} \)-step represents a predictor step, taken along a direction tangent to the manifold. In this respect, approximating the \( \mathcal{U} \)-basis amounts to essentially approximating the smooth manifold.

3 Approximating the \( \mathcal{V} \)-subspace

We start with the following considerations. The superlinear convergence rate of the \( \mathcal{V} \mathcal{U} \)-algorithm in [23] relies on the quality of the approximate \( \mathcal{U} \)-matrices, particularly with respect to their ability to asymptotically span the true \( \mathcal{U}(\bar{x}) \)-subspace.

Similarly to identification of active constraints in nonlinear programming, determining those bases can prove difficult. As mentioned, the \( \mathcal{U} \)-basis is related to the manifold of partial smoothness, which in turn depends on certain activity set. For the max-function example, in particular, this requires correctly identifying the activity index \( I(\bar{x}) \) (without knowing \( \bar{x} \), of course). In fact, even for any given/known \( x \), identifying reliably all the values in \( \{ f_1(x), f_2(x), f_3(x), \ldots, f_m(x) \} \) that are equal is already tricky from the numerical point of view (what “equal” really means for two non-integer numbers in a computer?).

Another example of the aforementioned difficulty is given by the max-eigenvalue function, where one would need to find the exact multiplicity of the maximum eigenvalue of a matrix. Indeed, let \( S_n \) denote the Euclidean space of the \( n \)-by-\( n \) real symmetric matrices, endowed with the Frobenius norm and inner product. The eigenvalues of \( X \in S_n \) are denoted by \( \lambda_1(X) \geq \lambda_2(X) \geq \cdots \geq \lambda_n(X) \) (listed in decreasing order by multiplicity) and \( E_i(X) \) is the eigenspace associated with \( \lambda_i(X) \). If \( E_1(\bar{X}) \) is \( m \)-dimensional, then \( f(X) := \lambda_1(X) \) is partly smooth at \( \bar{X} \), relative to the manifold (cf. [15, Ex. 3.6])
\[
\mathcal{M}_x = \{ X \in S_n : \lambda_1(X) \text{ has multiplicity } m \} \quad (1 \leq m \leq n).
\]

Exact identifications in this setting, within some realistic algorithmic process, are extremely hard.
As already mentioned above, in addition to possible difficulties with exact identifications, there is also the issue of (lack of) continuity of the resulting objects. We discuss this in more detail next.

3.1 Semicontinuity notions

In order to understand the phenomenon of instability, and to propose a solution, we need to analyze the continuity properties of the $\mathcal{Vl}$-subspaces, when considered as a (multi)function of $x$. Recall that for a set-valued mapping $S: \mathbb{R}^n \rightrightarrows \mathbb{R}^m$,

- $S$ is inner semicontinuous (isc) at $\bar{x}$ if $\lim \text{int}_{x \to \bar{x}} S(x^k) \supset S(\bar{x})$, i.e.,

  \[ \text{given } \bar{s} \in S(\bar{x}) \text{ and any sequence } \{x^k\} \to \bar{x} \]

  there exists a selection $s: x \mapsto S(x)$ for all $x$ such that $s(x^k) \to \bar{s}$ as $k \to \infty$.

- $S$ is outer semicontinuous (osc) at $\bar{x}$ if $\bar{s} := \lim \text{ext}_{x \to \bar{x}} S(x^k) \subset S(\bar{x})$, i.e.,

  \[ \text{given any sequence } \{x^k\} \to \bar{x} \]

  for each selection $\{s^k \in S(x^k)\} \to \bar{s}$ as $k \to \infty$

  it holds that $\bar{s} \in S(\bar{x})$.

**Proposition 1.** Consider a set-valued mapping $S: \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ and the multifunction resulting from applying the affine hull operation:

\[
A: x \mapsto \text{aff } S(x) := \left\{ \sum_{i=1}^{p} \lambda_i s_i : s_i \in S(x), \sum_{i=1}^{p} \lambda_i = 1, \lambda_i \in \mathbb{R}, \text{ and } p \in \mathbb{N} \right\}.
\]

If $S$ is isc at $\bar{x}$, then so is $A$.

**Proof.** Any fixed $\bar{a} \in A(\bar{x})$ is of the form $\bar{a} = \sum_{i=1}^{p} \lambda_i \bar{s}_i$, with $\bar{s}_i \in S(\bar{x})$, $\sum_{i=1}^{p} \lambda_i = 1$, $\lambda_i \in \mathbb{R}$, and $p \in \mathbb{N}$. For each $i = 1, \ldots, p$, since $\bar{s}_i \in S(\bar{x})$, the isc of $S$ at $\bar{x}$ ensures that for any sequence $x^k \to \bar{x}$ there exists a selection $s_i(x)$ such that $s_i^k = s_i(x^k)$ converges to $\bar{s}_i$. The isc of $A$ follows, because the sequence $a^k := \sum_{i=1}^{p} \lambda_i s_i^k \in A(x^k)$ defines a selection converging to $\sum_{i=1}^{p} \lambda_i \bar{s}_i = \bar{a}$.

As explained below, for set-valued mappings, composing with the affine hull does not preserve outer semicontinuity.

**Remark** (On outer semicontinuity of affine hulls). A set-valued mapping $S: \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ is osc everywhere if and only if its graph $\text{gph} S := \{(x,u) : u \in S(x)\}$ is closed (cf. [29, Thm. 5.7]). However, given an osc mapping $S(x)$, its affine hull mapping $\text{aff } S(x)$ does not necessarily have closed graph. For example, consider a mapping $S: \mathbb{R} \rightrightarrows \mathbb{R}$ with graph shown in Figure 1(a). Although it has a closed graph, the graph of aff $S(x)$ is not closed.

Moreover, even an osc maximally monotone mapping does not necessarily have an osc affine hull mapping. Consider a function $f: [-1, 1] \mapsto \mathbb{R}$

\[
f(x) = \begin{cases} \frac{1}{k+1} x, & \text{if } x \in \left(\frac{1}{k+1}, \frac{1}{k} \right] \text{ for all } k \in \mathbb{N}, \\ 0, & \text{if } x = 0. \end{cases}
\]

Define

\[
S(x) := \partial f(x) = \begin{cases} \frac{1}{k}, & \text{if } x \in \left(\frac{1}{k+1}, \frac{1}{k} \right), \\ \frac{1}{k+1}, & \text{if } x = \frac{1}{k+1}. \end{cases}
\]

Then $S(0) = \{0\}$, $S$ is maximally monotone and

\[
\text{aff } S(x) = \begin{cases} \frac{1}{k}, & \text{if } x \in \left(\frac{1}{k+1}, \frac{1}{k} \right), \\ \mathbb{R}, & \text{if } x = \frac{1}{k+1}. \end{cases}
\]

There exists a sequence $x^k := \frac{1}{k+1}$ such that as $k \to +\infty$, we have $x^k \to 0$ but $\text{aff } S(x^k) \to \mathbb{R} \not\subset \text{aff } S(0) = \{0\}$.
Figure 1: $S(x)$ is osc everywhere but $\text{aff} (S(x))$ is not osc at one point.

### 3.2 Subdifferential enlargements

The $\mathcal{V}$-subspace at $x$ is defined by taking the affine hull of $(\partial f(x) - g)$, with any $g \in \partial f(x)$. By Prop. 1 and Rem. 3.1, the inner semicontinuity of the operator $S$ is inherited by its affine hull, but not its outer semicontinuity. We face a paradoxical situation because, as a multifunction, the subdifferential is osc but not isc; cf. [10, p. VI.6.2]. Under these circumstances, the chances for the $\mathcal{V}$-subspace to enjoy some continuity property on $x$ are slim. In Sec. 4 below we illustrate with a simple example that the lack of continuity of the concept can lead to drastic changes from one point to another: in that example, the $\mathcal{V}$-subspaces shrink from the whole space to the origin. The corresponding oscillations in the algorithmic process have the undesirable result of slowing down the convergence speed.

In order to stabilize the erratic behaviour of the $\mathcal{V}$-subspaces, we define approximations, denoted by $\mathcal{V}_\varepsilon$, below, that are given by taking the affine hull of a set-valued mapping with better continuity properties than the subdifferential.

Thanks to the “enlarging” parameter $\varepsilon$, the $\varepsilon$-subdifferential from Convex Analysis is both inner and outer semicontinuous as a set-valued mapping of $\varepsilon > 0$ and $x$ [10, §XI.4.1]. One could then consider replacing $\partial f(x)$ by the $\varepsilon$-subdifferential in the definition of $\mathcal{V}(x)$ given in (1). However, for a number of reasons that will become clear in the subsequent sections, we shall introduce an abstract set-valued function (enlargement), denoted by $\epsilon f(x)$. The abstract enlargement must satisfy a certain minimal set of conditions, which we identified as relevant for our purposes. These conditions are shown below to hold for the usual $\varepsilon$-subdifferential as well, i.e., the abstract concept includes this important enlargement as a particular case. But it also allows for other enlargements, in particular smaller than the $\varepsilon$-subdifferential, as well as those that explicitly use the structure of the function when it is available.

Given a convex function $f: \mathbb{R}^n \to \mathbb{R}$, and an abstract enlargement of $\partial f(x)$, the corresponding $\mathcal{V}_\varepsilon \mathcal{U}_\varepsilon$-decomposition is defined as follows:

$$\mathcal{V}_\varepsilon(x) := \text{aff} (\delta_\varepsilon f(x) - s), \ s \in \delta_\varepsilon f(x), \ \mathcal{U}_\varepsilon(x) := \mathcal{V}_\varepsilon(x)^\perp. \ \ \ (4)$$

We require $\delta_\varepsilon f(x)$ to be convex and closed, and to satisfy the following “sandwich” inclusions for all $\varepsilon \geq 0$:

$$\partial f(x) \subseteq \delta_\varepsilon f(x) \subseteq \partial f(x). \ \ \ (5)$$

**Proposition 2.** The following holds for the abstract enlargement $\delta_\varepsilon f(x)$ and the corresponding subspaces defined in (4):

- (i) $\mathcal{U}(x) = N_{\delta_\varepsilon f(x)}(s^\circ)$, for all $s^\circ \in \text{ri} \delta_\varepsilon f(x)$.
- (ii) The $\mathcal{V}$-subspace is enlarged and the $\mathcal{U}$-subspace is shrunk: $\mathcal{V}(x) \subseteq \mathcal{V}_\varepsilon(x)$ and $\mathcal{U}(x) \supseteq \mathcal{U}_\varepsilon(x)$.
- (iii) If the enlargement satisfies (5), then it is an outer semicontinuous multifunction of $x$ and $\varepsilon$. 


and, in particular,
\[
\lim \operatorname{ext}_{x \to x^k} \delta_\varepsilon f(x^k) = \partial f(x^k) .
\] (6)

(iv) If the enlargement is isc at $\bar{x}$ and $\varepsilon > 0$, so is $\mathcal{V}_\varepsilon(x)$.

(v) If the enlargement satisfies (5) and is isc, then it is also continuous.

(vi) If the enlargement satisfies (5), is isc, and
\[
\lim_{\varepsilon \to 0} \mathcal{V}_\varepsilon(x) = \mathcal{V}_\varepsilon(\bar{x}),
\]
then
\[
\lim_{\varepsilon \to 0} \mathcal{U}_\varepsilon(x) = \mathcal{U}_\varepsilon(\bar{x}).
\]

Proof. Item (i) is obtained by using the same arguments as those in [14, Proposition 2.2]. Item (ii) is straightforward from (5), whose inclusions are preserved when taking the affine hull of the sets, which yield the corresponding $\mathcal{V}$ spaces.

Regarding item (iii), both $\partial f$ and $(x, \varepsilon) \mapsto \delta_\varepsilon f(x)$ are outer semicontinuous multifunctions. In view of (5), $(x, \varepsilon) \mapsto \delta_\varepsilon f(x)$ is also osc and (6) holds.

Item (iv) is just Prop. 1, written with $S(x) = \delta_\varepsilon f(x)$, while item (v) follows from item (iii). To show item (vi), let $\bar{s}$ be an arbitrary element in $\delta_\varepsilon f(\bar{x})$ and $s_i$, $i = 1, \cdots, m$ be all the elements in $\delta_\varepsilon f(\bar{x})$ such that $\{s_i - \bar{s}\}_{i=1}^m$ is a set that contains the maximal number of linearly independent vectors. Define the $n \times n$ matrix
\[
A_\varepsilon^x := [s_1 - \bar{s}, s_2 - \bar{s}, \cdots, 0_{n 	imes (n-m)}].
\]
By definition, $\mathcal{V}_\varepsilon(x) = \{\sum_{i=1}^m \alpha_i(s_i - \bar{s}) | \alpha_i \in \mathbb{R}, i = 1, \cdots, m\} = \operatorname{Range}(A_\varepsilon^x)$ and then $\mathcal{U}_\varepsilon(x) = \ker(A_\varepsilon^x)$. The convergence of $\mathcal{V}_\varepsilon(x)$ corresponds to the convergence of $A_\varepsilon^x$. Applying [29, Thm. 4.32], we have that the kernel of $A_\varepsilon^x$, i.e., $\mathcal{U}_\varepsilon(x)$, also converges. 

Item (iii) in the above proposition shows that outer semicontinuity of the relaxed $\mathcal{V}$-space can be obtained if the sandwich inclusion (5) holds. The enlargements proposed for several classes of functions in the next sections will all satisfy that important relation.

4 Impact of the chosen enlargement

We now illustrate the different choices that can be made for the abstract enlargement using the following model function:

\[
h(x_1, x_2) = |x_1| + \frac{1}{2} x_2^2, \quad \text{where} \quad \left\{ \begin{array}{ll}
h_1(x_1) = |x_1| \\
h_2(x_2) = \frac{1}{2} x_2^2.
\end{array} \right.
\] (7)

Note that $h$ is separable, $h_1$ is nonsmooth, and $h_2$ is smooth. This function is the simplest instance of the “half-and-half” functions created by Lewis and Overton to analyze BFGS behavior in a nonsmooth setting; [17, Sec. 5.5].

4.1 The $\varepsilon$-subdifferential enlargement

The (smoothness and) second-order of the function $h$ is all concentrated in the $x_2$-component, where the function has constant curvature, equal to 1. The subdifferential is easy to compute:

\[
\partial h(x) = \partial h_1(x_1) \times \{x_2\} \quad \text{for} \quad \partial h_1(x_1) = \left\{ \begin{array}{ll}
-1 & \text{if } x_1 < 0 \\
[1] & \text{if } x_1 > 0.
\end{array} \right.
\]
As a result, the $\mathcal{V}$ and $\mathcal{U}$ subspaces are
\[
\text{if } x_1 \neq 0 \text{ then } \mathcal{V}(x_1, x_2) = \{(0, 0)\} \quad \text{and} \quad \mathcal{U}(x_1, x_2) = \mathbb{R}^2
\]
while
\[
\mathcal{V}(0, 0) = \mathbb{R} \times \{0\} \quad \text{and} \quad \mathcal{U}(0, 0) = \{0\} \times \mathbb{R}.
\] (8)

To compute the $\varepsilon$-subdifferential, first combine Remark 3.1.5 and Example 1.2.2 from [10, Ch. XI] to obtain that
\[
\partial \varepsilon h(x) = \bigcup_{\varepsilon \in [0, \varepsilon]} \partial \varepsilon h_1(x_1) \times \partial \varepsilon h_2(x_2)
\]
\[
= \bigcup_{\varepsilon \in [0, \varepsilon]} \partial \varepsilon h_1(x_1) \times \left\{ x_2 + \xi : \frac{1}{2} \xi^2 \leq \varepsilon - \varepsilon_1 \right\},
\] (9)
and use the well-known formula below
\[
\partial \varepsilon h_1(x_1) = \left\{ \begin{array}{ll}
\left[-1, -1 - \varepsilon_1/x_1 \right] & \text{if } x_1 < -\varepsilon_1/2, \\
\left[-1, 1 \right] & \text{if } -\varepsilon/2 \leq x_1 \leq \varepsilon_1/2, \\
\left[1 - \varepsilon_1/x_1, 1 \right] & \text{if } x_1 > \varepsilon/2.
\end{array} \right.
\] (10)

The expression (9)-(10) puts in evidence the following drawback of the $\varepsilon$-subdifferential in our setting: it enlarges $\partial h(x)$ also at points where $h$ is actually smooth. Such a “fattening” is detrimental/harmful from the $\mathcal{V}\mathcal{U}$-decomposition perspective: if in our example we were to take $\delta h(x) = \partial h(x)$, we would end up with the following, extreme, decomposition in (4):
\[
\mathcal{V}_c(x) = \mathbb{R}^2 \quad \text{and} \quad \mathcal{U}_c(x) = \{0\},
\] for all $x$, which would make it impossible to make the desirable Newton-like $\mathcal{U}$-steps.

4.2 A separable enlargement

Since often we only need enlargements near kinks, we can use the knowledge that $h = h_1 + h_2$, with $h_2$ being smooth. This yields a more suitable enlargement, corresponding to the particular set resulting from taking $\varepsilon_1 = \varepsilon$ in the union in (9):
\[
\delta \varepsilon h(x_1, x_2) := \partial \varepsilon h_1(x_1) \times \{ \nabla h_2(x_2) \}.
\] (11)

In view of (8), condition (5) holds, and the enlargement is osc, by item (iii) in Prop. 2. Moreover, since (5) holds and $\delta h$ has one component that is a continuous enlargement, and the other component is single-valued, the enlargement is continuous, by (v) in Prop. 2. Finally, item (vi) also holds, since for all $x \in \mathbb{R}^2$,
\[
\mathcal{V}_c(x) = \text{aff} \left( \delta \varepsilon h(x) - g_0 \right) = \mathbb{R} \times \{0\} \quad \text{and, hence,} \quad \mathcal{U}_c(x) = \{0\} \times \mathbb{R}.
\] (12)

When compared with the original (exact) $\mathcal{V}\mathcal{U}$-decomposition in (8), we have gained not only stability in the decomposition (the subspaces are the same for all $x$), but also continuity in the $\mathcal{V}_c$-subspace.

4.3 A not-so-large enlargement

A small enlargement makes the $\mathcal{U}_c$-subspace larger, and this somehow favours a faster speed of convergence, via the $\mathcal{U}$-steps. Since considering the large set $\partial h(x)$ also led to an unsuitable space decomposition, looking for options that are smaller may be of interest.

We analyze a choice of this type for our example, noting that in Sec 6 we shall consider a general definition for this set, suitable for any sublinear function, not only for $h_1(x_1) = |x_1|$. 

As a geometrical motivation to our approach, consider the enlargements of $\partial h_1$ given in Figure 2. For fixed $\varepsilon$, the graph of the $\varepsilon$-subdifferential (10) is shown on the left.

The simpler (polyhedral) multifunction shown on the right is the graph of $\delta \varepsilon h_1(x)$. We observe that the enlargement $\delta h_1$ remains a singleton at points far from the origin. This is consistent with
the fact that the function $h_1$ is smooth in that region. By contrast, the $\varepsilon$-subdifferential expands $\partial h_1$ at all the points where $h_1$ is differentiable.

To see the impact of this difference in the resulting $V$-approximations, consider the enlargement

$$
\delta_\varepsilon h(x_1, x_2) := \delta_\varepsilon h_1(x_1) \times \{\nabla h_2(x_2)\},
$$

where we define

$$
\delta_\varepsilon h_1(x_1) := \co \{ s \in \text{ext} \partial h_1(0) : \langle s, x_1 \rangle \geq h_1(x_1) - \varepsilon \}
$$

as

$$
\begin{cases}
  \{-1\} & \text{if } x_1 < -\varepsilon/2, \\
  [-1, 1] & \text{if } -\varepsilon/2 \leq x_1 \leq \varepsilon/2, \\
  \{1\} & \text{if } x_1 > \varepsilon/2.
\end{cases}
$$

In the above, $\text{ext} S$ stands for the extreme points of the convex set $S$, $\text{co} D$ denotes the convex hull of the set $D$, and $\overline{S}$ is the closure of the set $S$.

From (13), (10) and (9) we see that $\delta_\varepsilon h(x_1, x_2)$ satisfies condition (5). Hence, by Prop. 2, it is osc.

The resulting space decomposition is

$$
V_\varepsilon(x) = \begin{cases}
  \mathbb{R} \times \{0\}, & \text{and } U_\varepsilon(x) = \begin{cases}
    \{0\} \times \mathbb{R}, & \text{if } -\varepsilon/2 \leq x_1 \leq \varepsilon/2, \\
    \mathbb{R}^2, & \text{otherwise.}
  \end{cases}
\end{cases}
$$

We can verify that $V_\varepsilon(x)$ and $U_\varepsilon(x)$ are continuous everywhere except when $|x_1| = \frac{\varepsilon}{2}$. With the separable enlargement, $V_\varepsilon$ is always $\mathbb{R} \times 0$. By contrast, with the smaller enlargement, $\overline{V}_\varepsilon$ is maintained as the null subspace at points not close to the origin. From the $VU$-optimization point of view, this enlargement appears to be the best one.

## 4.4 The enlargement as a stabilization device of the $VU$-scheme

For our simple example and the enlargement given by (11), we next show how the approximated subspaces and the level of information that is made available by the oracle impacts on the calculation of primal and dual iterates $(\hat{p}, \hat{s})$ approximating the fast track pair $(p(x), s(x))$, as well as on the determination of the $U$-subspace spanning matrices.

### 4.4.1 Exact $VU$-approach

Suppose the oracle delivers the full subdifferential at $h_1$ at any given point. In this case the $V$-step can be computed exactly, componentwise:

$$
p_1(x_1) = \begin{cases}
  x_1 + \frac{1}{\mu} & \text{if } x_1 < -\frac{1}{\mu} \\
  0 & \text{if } -\frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} \\
  x_1 - \frac{1}{\mu} & \text{if } x_1 > \frac{1}{\mu}
\end{cases}
\quad \text{and} \quad
p_2(x_2) = \frac{\mu}{1 + \mu} x_2.
$$
The shortest element in the subdifferential at \( p(x) \) is also straightforward:

\[
s_1(x_1) = \begin{cases} 
-1 & \text{if } x_1 < -\frac{1}{\mu} \\
0 & \text{if } -\frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} \\
1 & \text{if } x_1 > \frac{1}{\mu}
\end{cases}
\]

and \( s_2(x_2) = p_2(x) \).

The matrices spanning the respective \( U(p(x)) \)-subspaces are

\[ U = [0 \ 1]^{\top} \text{ and } U = I, \text{ the 2}\times2 \text{ identity matrix.} \]

Finally, take the “exact Hessian” is given by

\[
H = \begin{cases} 
\frac{1}{\sigma} & \text{when } V(p(x)) = \mathbb{R} \times \{0\} \\
\sigma & 0 \\
0 & 1
\end{cases}
\text{ when } V(p(x)) = \{(0,0)\}.
\]

The (small) parameter \( \sigma > 0 \) above is introduced to ensure positive-definiteness in the Newton system giving the \( \mathcal{U} \)-direction that corrects the \( \mathcal{V} \)-step; recall that \( H\hat{d} = -U\hat{s} \). Since the next iterate is \( x_1^+ = \hat{p} + Ud_1 \), it follows that

\[
x_1^+ = \begin{cases} 
x_1 + \frac{1}{\mu} + \frac{1}{\sigma} & \text{if } x_1 < -\frac{1}{\mu} \\
0 & \text{if } -\frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} \\
x_1 - \frac{1}{\mu} - \frac{1}{\sigma} & \text{if } x_1 > \frac{1}{\mu}
\end{cases}
\]

with \( x_2^+ = 0 \).

The problem under consideration is \( \min h(x) \), which is solved by \( \hat{x} = (0,0) \). The exact \( \mathcal{V}\mathcal{U} \)-scheme above finds \( \hat{x}_2 \) in one iteration for any initial point \( x_2 \). The first component, \( \hat{x}_1 \), would be found in one iteration if \( x_1 \) was taken sufficiently close to the solution (\( |x_1| \leq 1/\mu \)). Otherwise, assuming \( \mu \) is kept fixed along iterations, convergence speed is driven by the choice of \( \sigma \). This is an artificial parameter, which should be zero to reflect the second order structure of \( h \), but was set to a positive (preferably small) value to make \( H \) positive definite. For instance, when \( x_1 < -1/\mu \), if \( \sigma \) is such that \(-2/\mu \leq x_1 + 1/\sigma \leq 0 \), then \( x_1^+ \in [-1/\mu, 1/\mu] \) and \( x_1^{++} = 0 \). However, if \( \sigma \) is too small and \( x_1 + 1/\sigma > 0 \), this makes \( x_1^+ > 1/\mu \) and \( x_1^{++} = x_1 \). This undesirable oscillation comes from the lack of continuity of the \( \mathcal{V}\mathcal{U} \)-subspaces with respect to the variable \( x \). The \( \varepsilon \)-objects are meant to help in this sense, as shown next.

### 4.4.2 Exact \( \mathcal{V} \) step with \( \mathcal{U} \) step

For less simple functions, we do not have access to the full subdifferential of \( h \) at all points. Hence, neither \( p(x) \) nor \( s(x) \), or any of the objects defined at each iteration are computable in an exact manner. We introduce gradually approximations in those objects, in a manner that reveals the utility of the proposed enlargements.

Suppose we do know the full enlargement \( \delta_e h(p(x)) \) and also \( p(x) \), but cannot compute explicitly \( s(x) \).

Since \( \hat{p} = p(x) \) amounts to using \( h \) as its model \( \varphi \) to estimate the \( \mathcal{V} \)-step, the relation in (2) holds for any choice of \( \hat{s} \). In particular, if we project 0 onto the enlargement \( \delta_e h(p(x)) \) to compute \( \hat{s} \). Plugging the prox-expression (15) in (11), we see that

\[
\hat{s}_1(x_1) = \begin{cases} 
-1 - \frac{\varepsilon \mu}{\mu x_1 + 1} & \text{if } x_1 < -\frac{1}{\mu} - \varepsilon \\
0 & \text{if } -\frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} + \varepsilon \\
1 - \frac{\varepsilon \mu}{\mu x_1 - 1} & \text{if } x_1 > \frac{1}{\mu} + \varepsilon
\end{cases}
\]
and $\hat{s}_2(x_2) = p_2(x_2) = \frac{\mu}{1+\mu} x_2$.

Because the $V,U$-subspaces in (12) are "stable" with respect to $x$, we can take the same matrix $H = 1$ and $U = [0 \ 1]^T$ for all $x_1$ (without distinguishing the three cases, as above).

The $U$-step uses the direction $d_1 = 0$ and $d_2 = p_2(x_2)$, which gives the update

$$x^+ = p(x) - \begin{pmatrix} 0 \\ p_2(x_2) \end{pmatrix} = \begin{pmatrix} p_1(x_1) \\ 0 \end{pmatrix}.$$  

As before, $\hat{x}_2$ is found in one iteration. Regarding $\hat{x}_1$, the next iteration is

$$x_1^+ = \begin{cases} x_1 + \frac{1}{\mu} & \text{if } x_1 < -\frac{1}{\mu} \\ 0 & \text{if } -\frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} \\ x_1 - \frac{1}{\mu} & \text{if } x_1 > \frac{1}{\mu}. \end{cases}$$

If $\mu$ is kept fixed, it takes (integer value of) $|\mu x_1|$ iterations to find $\hat{x}_1$. This termination result is consistent with the $V,U$-superlinear convergence feature, since the result stating that proximal points are on the fast track requires that $\mu(x - \hat{x}) \to 0$ as $x \to \hat{x}$.

### 4.4.3 Approximating both steps

Suppose now the $V$-step yielding $p_1(x_1)$ is not computable because we cannot solve exactly the (implicit) inclusion

$$\mu(x_1 - p_1(x_1)) \in \partial h_1(p_1(x_1)).$$

Assuming that we do have access to the full $\epsilon$-subdifferential, we consider two options, both using the $\epsilon$-subdifferential enlargement as a replacement of the subdifferential.

**Implicit $V_\epsilon$ step**

In this first option, we solve the implicit inclusion

$$\mu(x_1 - \hat{p}_1) \in \delta_\epsilon h_1(\hat{p}_1).$$

Through some algebraic calculations, we get

$$\hat{p}_1 \in \begin{cases} \left[ \frac{1}{2} \left( x_1 + \frac{1}{\mu} - \sqrt{(x_1 + \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right), x_1 + \frac{1}{\mu} \right] , & \text{if } x_1 \leq \frac{1}{\mu} - \frac{\epsilon}{2} \\ \left[ x_1 - \frac{1}{\mu}, x_1 + \frac{1}{\mu} \right] , & \text{if } \frac{1}{\mu} - \frac{\epsilon}{2} \leq x_1 \leq \frac{\epsilon}{2} - \frac{1}{\mu} \\ \left[ x_1 - \frac{1}{\mu}, \frac{1}{2} \left( x_1 - \frac{1}{\mu} + \sqrt{(x_1 - \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right) \right] , & \text{if } x_1 \geq \frac{\epsilon}{2} - \frac{1}{\mu} \end{cases},$$

(16)

if $\frac{\epsilon}{2} \geq \frac{1}{\mu}$, and otherwise,

$$\hat{p}_1 = \begin{cases} \left[ \frac{1}{2} \left( x_1 + \frac{1}{\mu} - \sqrt{(x_1 + \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right), x_1 + \frac{1}{\mu} \right] , & \text{if } x_1 \leq \frac{\epsilon}{2} - \frac{1}{\mu} \\ [B_1, B_2] , & \text{if } \frac{\epsilon}{2} - \frac{1}{\mu} \leq x_1 \leq \frac{1}{\mu} - \frac{\epsilon}{2} \\ \left[ x_1 - \frac{1}{\mu}, \frac{1}{2} \left( x_1 - \frac{1}{\mu} + \sqrt{(x_1 - \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right) \right] , & \text{if } x_1 \geq \frac{1}{\mu} - \frac{\epsilon}{2} \end{cases},$$

(17)

where $B_1 = \frac{1}{2} \left( x_1 + \frac{1}{\mu} - \sqrt{(x_1 + \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right), B_2 = \frac{1}{2} \left( x_1 - \frac{1}{\mu} + \sqrt{(x_1 - \frac{1}{\mu})^2 + \frac{4\epsilon}{\mu}} \right)$.

By the expressions in (16) and (17), the solution $\hat{p}_1$ is not unique but an interval. For this reason, we need to append the inclusion with a selection mechanism, which takes $\hat{p}_1$ as the closest solution.
to \( x_1 \). The motivation behind this rule is to approximately find the fixed point of the proximal mapping. The unique solution for both (16) and (17) is:

\[
\hat{p}_1 = \begin{cases} 
\frac{1}{2} \left( x_1 + \frac{1}{\mu} - \sqrt{\left( x_1 + \frac{1}{\mu} \right)^2 + 4 \frac{x}{\mu}} \right), & \text{if } x_1 \leq -\varepsilon \\
\begin{cases} 
\begin{aligned}
x_1, \\
\frac{1}{2} \left( \frac{1}{\mu} + \frac{x}{x_1 \mu} \right), \\
\frac{1}{2} \left( \frac{1}{\mu} - \frac{x}{x_1 \mu} \right), \\
\end{aligned}
\end{cases} & \text{if } -\varepsilon \leq x_1 \leq \varepsilon \\
\frac{1}{2} \left( x_1 - \frac{1}{\mu} + \sqrt{\left( x_1 - \frac{1}{\mu} \right)^2 + 4 \frac{x}{\mu}} \right), & \text{if } x_1 \geq \varepsilon 
\end{cases}
\] (18)

**Explicit \( \mathcal{V}_\varepsilon \) step**

We can also solve the explicit inclusion

\[
\mu(x_1 - \hat{p}_1) \in \delta_{\varepsilon} h_1(x_1),
\]

to obtain

\[
\hat{p}_1 = \begin{cases} 
\begin{cases} 
\begin{aligned}
x_1 + \frac{1}{\mu} + \frac{x}{x_1 \mu}, \\
x_1 - \frac{1}{\mu}, \\
x_1 - \frac{1}{\mu} + \frac{x}{x_1 \mu}, \\
\end{aligned}
\end{cases} & \text{if } x_1 \leq -\frac{\varepsilon}{2} \\
\begin{cases} 
\begin{aligned}
x_1 + \frac{1}{\mu}, \\
x_1 - \frac{1}{\mu} + \frac{x}{x_1 \mu}, \\
\end{aligned}
\end{cases} & \text{if } -\frac{\varepsilon}{2} \leq x_1 \leq \frac{\varepsilon}{2} \\
x_1 - \frac{1}{\mu} + \frac{x}{x_1 \mu}, & \text{if } x_1 \geq \frac{\varepsilon}{2}
\end{cases}
\] (19)

and define the resulting update \( x^+ \). Once again, we see from (19) that the solution \( \hat{p}_1 \) is not unique but an interval. Applying the same selection mechanism,

\[
\hat{p}_1 = \begin{cases} 
\begin{cases} 
\begin{aligned}
x_1 + \frac{1}{\mu} + \frac{x}{x_1 \mu}, \\
x_1, \\
x_1 - \frac{1}{\mu} + \frac{x}{x_1 \mu}, \\
\end{aligned}
\end{cases} & \text{if } x_1 \leq -\varepsilon \\
\begin{cases} 
\begin{aligned}
x_1, \\
\end{aligned}
\end{cases} & \text{if } -\varepsilon \leq x_1 \leq \varepsilon \\
x_1 - \frac{1}{\mu} + \frac{x}{x_1 \mu}, & \text{if } x_1 \geq \varepsilon
\end{cases}
\] (20)

**Iteration update for all the cases**

The approximation of the Newton direction is the same as in Section 4.4.2, i.e.,

\[
d = \begin{pmatrix} 0 \\ p_2(x_2) \end{pmatrix}.
\]

Consequently, in all cases we have the same update \( x^+_1 = p_1(x_1) \) and \( x^+_2 = 0 \). Consider the expressions of \( \hat{p}_1 \) in (18) and (20). Simple algebraic calculations can verify that \( \hat{p}_1 \) becomes closer to 0 compared with \( x \) except in two cases where \( \hat{p}_1 = x \) when \( |x| \leq \varepsilon \). When this happens, we can decrease \( \varepsilon \) in our algorithm so that the sequence of updates \( x^+_1 \) eventually converges to 0.

For several classes of functions with special structure we now consider different subdifferential enlargements and the corresponding \( \mathcal{V}_\varepsilon \mathcal{U}_\varepsilon \) objects.

## 5 Maximum of convex functions

When defining our enlargements, a very important principle we follow is that their computation must also be practically less difficult than computing the \( \varepsilon \)-subdifferential. Furthermore, we prefer the enlargement \( \delta_{\varepsilon} f \) to be strictly contained in \( \partial_{\varepsilon} f \) because often we find \( \partial_{\varepsilon} f \) is too big, causing \( \mathcal{V}_\varepsilon \) too "fat" and then \( \mathcal{U}_\varepsilon \) too "thin".

### 5.1 \( \varepsilon \)-activity sets

We start with a result examining the persistence of the set of active indices (3), which characterizes the manifold of partial smoothness of a max-function.

We use the notation \( I_S \) for the indicator function of the set \( S \), i.e., \( I_S(x) = 0 \) if \( x \in S \) and it is \( +\infty \) otherwise.
Proposition 3. Consider a max-function of the form \( f(x) := \max_{i \in I} f_i(x) + \mathbb{I}_C(x) \) where \( I \) is a non-empty finite index set, \( C \) is a subset of \( \mathbb{R}^n \) and \( f_i: \mathbb{R}^n \to \mathbb{R} \) is continuous for all \( i \in I \).

For \( \varepsilon \geq 0 \), let
\[
I_{\varepsilon}(x) := \{ i \in I : f_i(x) \geq f(x) - \varepsilon \} \tag{21}
\]
and denote \( I(x) := I_0(x) \).

The following holds.

(i) For any \( \bar{x} \in C \), there exists \( \varepsilon \geq 0 \) such that \( I_{\varepsilon}(x) \subset I(\bar{x}) \) for all \( x \in B(\bar{x}, \varepsilon) \) and \( \varepsilon \in [0, \varepsilon] \).

(ii) If, in particular, \( \bar{x} \in \text{int} C \) and \( \varepsilon \neq 0 \), then the inclusion holds as an equality.

Proof. Given \( \bar{x} \in C \), to show item (i) we prove that there exists \( r \geq 0 \) such that \( I_{\varepsilon}(x) \subset I(\bar{x}) \) for all \( x \in B(\bar{x}, r) \) and \( \varepsilon \in [0, r] \). For any \( i \in I \setminus I(\bar{x}) \), the number \( c_i := f(\bar{x}) - f_i(\bar{x}) \) is positive as \( f \) is finite at \( \bar{x} \). Define \( g_i(x) := \max_{i \in I} f_i(x) - f_i(\bar{x}) - \frac{c_i}{2} \). Then \( g_i(\bar{x}) = \max_{i \in I} f_i(\bar{x}) - f_i(\bar{x}) - \frac{c_i}{2} > 0 \). The continuity of \( g_i \) yields a neighborhood \( B(\bar{x}, \gamma_i) \) such that \( g_i(\bar{x}) > 0 \) for any \( x \in B(\bar{x}, \gamma_i) \). Consequently, \( f_i(x) < \max_{i \in I} f_i(x) - \frac{c_i}{2} \leq f(x) - \frac{c_i}{2} \) and \( i \in I \setminus I(x) \). Take \( r := \min_{i \in I \setminus I(x)} \{ \frac{c_i}{2}, \gamma_i \} \), then \( i \in I \setminus I_{\varepsilon}(x) \) for all \( (x, \varepsilon) \in B(\bar{x}, r) \times [0, r] \). Therefore, \( I_{\varepsilon}(x) \subset I(\bar{x}) \) for all \( x \in B(\bar{x}, r) \) and \( \varepsilon \in [0, r] \), as stated.

Regarding item (ii), for any \( \bar{x} \in \text{int} C \), there exists \( \gamma > 0 \) such that \( B(\bar{x}, \gamma) \subset C \). Suppose for contradiction that for any \( t \in (0, +\infty) \) there exist \( w \in B(\bar{x}, t) \) and \( \varepsilon \in (0, t) \) such that \( I_{\varepsilon}(w) \neq I(\bar{x}) \). Let \( \beta := \min \{ \gamma, r \}, y \in B(\bar{x}, \beta) \) and \( \varepsilon \in (0, \beta) \) such that \( I_{\varepsilon}(y) \neq I(\bar{x}) \). Then it can only be that \( I_{\varepsilon}(y) \subset I(\bar{x}) \). Let \( j \) be an index in \( I(\bar{x}) \setminus I(\bar{x}) \). Then \( f_j(y) < f(y) - \varepsilon = \max_{i \in I} f_i(y) - \varepsilon \). By continuity, there exists \( B(y, \alpha) \subset B(\bar{x}, \beta) \) such that \( f_j(y) < \max_{i \in I} f_i(y) - \varepsilon \) for all \( x \in B(y, \alpha) \). Then it follows that \( f_j(x) < f(x) - \varepsilon \) for all \( x \in B(\bar{x}, \gamma) \cap B(\bar{x}, \beta) \). And hence \( j \notin I_{\varepsilon}(x) \). Consider the point \( \bar{w} \in B(\bar{x}, \alpha) \) which is on the line segment \( \{ \lambda \bar{x} + (1 - \lambda) y : \lambda \in [0, 1] \} \) and has the shortest distance to \( \bar{x} \). By continuity there exists another neighborhood \( B(\bar{w}, p) \) such that \( j \notin I_{\varepsilon}(x) \) for all \( x \in B(\bar{w}, p) \). This process can be done repetitively in a finite number of times until the existence of a ball containing \( \bar{x} \) such that \( j \notin I_{\varepsilon}(x) \). This is impossible because we have \( j \in I(\bar{x}) \subset I_{\varepsilon}(x) \). \( \square \)

The relaxed activity sets are used below to define suitable enlargements, first for polyhedral functions, and afterwards for general max-functions.

5.2 Polyhedral functions: enlargement and \( \mathcal{V}_C \)-subspaces

We start our development with the important class of polyhedral functions \( f: \mathbb{R}^n \to \mathbb{R} \):
\[
f(x) = f(x) + \mathbb{I}_D(x), \quad \text{for } f(x) := \max_{a \in I} \{ \langle a, x \rangle + b \}, \quad D := \{ x \in \mathbb{R}^n : \langle c, x \rangle \leq d, \; j \in J \} \tag{22}
\]
where the index sets are finite with \( I \neq \emptyset \). Because the function \( f(x) \) has full domain, \( \partial f(x) = \partial f(x) + N_D(x) \) and, hence,
\[
\partial f(x) = \left\{ \sum_{i \in I(x)} \alpha_i a^i + \sum_{j \in J(x)} \beta_j c^j : \begin{array}{l}
\sum_{i \in I(x)} \alpha_i = 1, \\
\alpha_i \geq 0 \quad (i \in I(x)), \\
\beta_j \geq 0 \quad (j \in J(x))
\end{array} \right\}. \tag{23}
\]

It can be seen in [15, Ex. 3.4] that
\[
\mathcal{V}(x) = \left\{ \sum_{i \in I(x)} \alpha_i a^i + \sum_{j \in J(x)} \beta_j c^j : \sum_{i \in I(x)} \alpha_i = 0, \beta_j \in \mathbb{R} \right\}, \tag{24}
\]
The “active” index sets above are
\[
I(x) = \{ i \in I : \langle a^i, x \rangle + b^i = f(x) \} \quad \text{and} \quad J(x) = \{ j \in J : \langle c^j, x \rangle = d^j \}. \tag{25}
\]
To derive the expression of the \( \varepsilon \)-subdifferential, we combine once again results from [9, Ch. XI,
Sec.3.14]. First, by Theorem 3.1.1 therein, for any $\varepsilon_f \geq 0$

$$\partial_{\varepsilon_f} f(x) = \bigcup_{\varepsilon_f \in [0,\varepsilon]} \left\{ \partial_{\varepsilon_f} f(x) + \partial_{\varepsilon-\varepsilon_f} \mathbb{D}(x) \right\}.$$  

Second, as shown in Example 3.5.3 and letting $e_i := f(x) - \langle a^i, x \rangle - b^i \geq 0$ for $i \in I$,

$$\partial_{\varepsilon_f} f(x) = \left\{ \sum_{i \in I} \alpha_i a^i : \alpha_i \geq 0, \sum_{i \in I} \alpha_i = 1, \sum_{i \in I} \alpha_i e_i \leq \varepsilon_f \right\}. \quad (26)$$

Third, by Example 3.1.4, $\partial_{\varepsilon-\varepsilon_f} \mathbb{D}(x) = N_{\mathbb{D},\varepsilon-\varepsilon_f}(x)$ the set of approximate normal elements. Finally, by Example 3.1.3, letting $E_j := d^j - \langle \epsilon^j, x \rangle \geq 0$ for $j \in J$,

$$\partial_{\varepsilon-\varepsilon_f} \mathbb{D}(x) = \left\{ \sum_{j \in J} \beta_j c^j : \beta_j \geq 0, \sum_{j \in J} \beta_j E_j \leq \varepsilon - \varepsilon_f \right\},$$

Combining all the expressions above,

$$\partial_{\varepsilon_f} f(x) = \bigcup_{\varepsilon_f \in [0,\varepsilon]} \left\{ \sum_{i \in I} \alpha_i a^i + \sum_{j \in J} \beta_j c^j : \sum_{i \in I} \alpha_i e_i \leq \varepsilon_f, \alpha_i \geq 0, \sum_{i \in I} \alpha_i = 1 \right\}. \quad (27)$$

Like with the one dimensional example in Section 4, we could choose as enlargement the set in the union (27) that corresponds to $\varepsilon_f = \varepsilon$, i.e.,

$$\delta_{\varepsilon_f} f(x) = \partial_{\varepsilon} f(x) + \partial_{\varepsilon-\varepsilon_f} \mathbb{D}(x) = \partial_{\varepsilon} f(x) + N_{\mathbb{D}}(x).$$

This enlargement satisfies the sandwich inclusion (5), but it is not continuous everywhere. Another, similar, option is to take $\delta_{\varepsilon_f} f(x) = \partial_{\varepsilon} f(x) + N_{\mathbb{D},\varepsilon}(x)$, which is actually continuous everywhere except when $\varepsilon = 0$.

However, since we prefer smaller enlargements, we consider instead the $\varepsilon$-activity index set from (21), which in this setting has the form

$$I_{\varepsilon}(x) = \left\{ i \in I : f^i(x) = \langle a^i, x \rangle + b^i \geq f(x) - \varepsilon \right\}, \quad (28)$$

and define the associated enlargement

$$\delta_{\varepsilon} f(x) = \left\{ \sum_{i \in I_{\varepsilon}(x)} \alpha_i a^i + \sum_{j \in J_{\varepsilon}(x)} \beta_j c^j : \sum_{i \in I_{\varepsilon}(x)} \alpha_i = 1, \alpha_i \geq 0, \beta_j \geq 0 \right\}. \quad (29)$$

which satisfies (5). The corresponding subspace (4) can be explicitly represented as follows (see [15]):

$$\mathcal{V}_{\varepsilon}(x) = \left\{ \sum_{i \in I_{\varepsilon}(x)} \alpha_i a^i + \sum_{j \in J_{\varepsilon}(x)} \beta_j c^j : \sum_{i \in I_{\varepsilon}(x)} \alpha_i = 0, \beta_j \in \mathbb{R} \right\}. \quad (30)$$

Applying Prop. 3, we see that, for any $\tilde{x} \in \mathbb{D}$, the relaxed activity set satisfies $I_{\varepsilon}(x) \subset I(\tilde{x})$ when $x$ is sufficiently close to $\tilde{x}$ and $\varepsilon$ is small enough, where the inclusion holds as an equation if $\tilde{x} \in \text{int} \mathbb{D}$.

In view of the expressions (29) and (23), the inclusion $\delta_{\varepsilon} f(x) \subset \partial f(x)$ always holds, and it becomes an identity if $\tilde{x} \in \text{int} \mathbb{D}$. Hence, by (30), for all $\tilde{x} \in \mathbb{D}$ when $(x, \varepsilon)$ are sufficiently close to $(\tilde{x}, 0)$,

$$\mathcal{V}_{\varepsilon}(x) \subset \mathcal{V}(\tilde{x}) \quad \text{and} \quad U_{\varepsilon}(x) \supset \mathcal{U}(\tilde{x}),$$

and

$$\lim_{\varepsilon \geq 0} \text{ext}_{\varepsilon} \mathcal{V}_{\varepsilon}(x) = \mathcal{V}(\tilde{x}) \quad \text{and} \quad \lim_{\varepsilon \geq 0} \text{int}_{\varepsilon} \mathcal{U}_{\varepsilon}(x) = \mathcal{U}(\tilde{x}). \quad (31)$$
While, if \( \bar{x} \in \text{int} \mathcal{D} \), when \((x, \varepsilon)\) are sufficiently close to \((\bar{x}, 0)\),
\[
\mathcal{V}_\varepsilon(x) = \mathcal{V}(\bar{x}) \quad \text{and} \quad \mathcal{U}_\varepsilon(x) = \mathcal{U}(\bar{x}),
\]
and
\[
\lim_{\varepsilon \to 0, \varepsilon > 0} \mathcal{V}_\varepsilon(x) = \mathcal{V}(\bar{x}) \quad \text{and} \quad \lim_{\varepsilon \to 0, \varepsilon > 0} \mathcal{U}_\varepsilon(x) = \mathcal{U}(\bar{x}).
\]

### 5.3 Polyhedral functions: manifold and manifold relaxation

In [15, Ex. 3.4] it is shown that any polyhedral function is partly smooth at any \( \bar{x} \), relative to
\[
\mathcal{M}_x := \{ x \in \mathbb{R}^n : I(x) = I(\bar{x}) \text{ and } J(x) = J(\bar{x}) \}.
\]

We now give various equivalent characterizations for the manifold of partial smoothness. The last one is particularly suitable for defining a manifold relaxation based on the \( \mathcal{U}_\varepsilon \)-subspace.

The norms \textit{parallel to subdifferential} property of partly smooth functions is equivalent to
\[
T_{\mathcal{M}}(x) = \mathcal{U}(x).
\]

This condition obviously holds if \( \mathcal{M} \) is just the affine subspace \( x + \mathcal{U}(x) \). Particularly, this is the case for polyhedral functions locally.

**Proposition 4.** For polyhedral functions, we have \( \mathcal{M}_x \subset \bar{x} + \mathcal{U}(\bar{x}) \). Moreover, there exists \( \varepsilon > 0 \) such that \( \mathcal{M}_x \cap B(\bar{x}, \varepsilon) = \bar{x} + \mathcal{U}(\bar{x}) \cap B(0, \varepsilon) \).

**Proof.** For any \( x \in \mathcal{M}_x \) we show \( x - \bar{x} \in \mathcal{V}(\bar{x}) \). From the subdifferential characterization (23), we see that \( \partial f(x) = \partial f(\bar{x}) \) and therefore \( \mathcal{V}(x) = \mathcal{V}(\bar{x}) \). From the definition of \( \mathcal{M}_x \), (24), and (25) we have \( x - \bar{x}, v = 0 \) for any \( v \in \mathcal{V}(x) \), and the inclusion \( \mathcal{M}_x \subset \bar{x} + \mathcal{U}(\bar{x}) \) follows.

To prove the next statement, we only need to show \( I(\bar{x} + \varepsilon B(0, \varepsilon)) = I(\bar{x}) \) and \( J(\bar{x} + \varepsilon B(0, \varepsilon)) \) for any \( \varepsilon B(0, \varepsilon) \) and for some \( \varepsilon \). From the continuity of the functions defining \( f \), there exists a neighborhood \( B(\bar{x}, \varepsilon) \) such that \( I(\bar{x} + \varepsilon B(0, \varepsilon)) = I(\bar{x}) \) and \( J(\bar{x} + \varepsilon B(0, \varepsilon)) = J(\bar{x}) \) for any \( \varepsilon B(0, \varepsilon) \). It suffices to show the other way around. As \( d \in \mathcal{V}(\bar{x}) \), in view of (24) (written with \( x = \bar{x} \)), we have \( \sum_{i \in I(\bar{x})} \alpha_i a_i + \sum_{j \in J(\bar{x})} \beta_j c_j, d \) for all \( \alpha_i \) such that \( \sum_{i \in I(\bar{x})} \alpha_i = 0 \) and for all \( \beta_j \in \mathbb{R} \). It follows that \( \langle a_i, d \rangle = \langle a_i, d \rangle \) for all \( i, k \in I(\bar{x}) \) and \( \langle c_j, d \rangle = 0 \) for all \( j \in J(\bar{x}) \). Consequently, \( f(\bar{x} + \varepsilon B(0, \varepsilon)) \) is not dependent on the choice of \( i \in I(\bar{x}) \). As \( I(\bar{x} + \varepsilon B(0, \varepsilon)) = I(\bar{x}) \), there must be an index \( \varepsilon B(0, \varepsilon) \) such that \( I(\bar{x} + \varepsilon B(0, \varepsilon)) \) is linearly independent of \( I(\bar{x}) \). Therefore \( \langle a_i, \bar{x} \rangle + \varepsilon B(0, \varepsilon) \). This shows that all \( i \in I(\bar{x}) \) are also elements of \( I(\bar{x} + \varepsilon B(0, \varepsilon)) \). For any \( j \in J(\bar{x}) \), it follows that \( \langle c_j, \bar{x} \rangle \) and hence \( j \in J(\bar{x} + \varepsilon B(0, \varepsilon)) \). Consequently, \( J(\bar{x} + \varepsilon B(0, \varepsilon)) \) and the proof is finished.

The manifold (34) is characterized by the active indices. In view of the relations between \( I(x) \) and \( I_\varepsilon(x) \) (cf. (28)), we can define a relaxed manifold:
\[
\mathcal{M}_x := \{ x \in \mathbb{R}^n : I_\varepsilon(x) = I_\varepsilon(\bar{x}), \; J(x) = J(\bar{x}) \}.
\]

However, we do not know whether \( \mathcal{M}_x \) is contained in \( \mathcal{M}_x^\varepsilon \) or not. We therefore consider another option for relaxing the smooth manifold \( \mathcal{M}_x \). Define
\[
\mathcal{M}_x := x + \mathcal{U}_\varepsilon(x),
\]
where \( \mathcal{U}_\varepsilon(x) \) is defined based on the enlargement \( \delta_\varepsilon f(x) \) from (29). Then \( T_{\mathcal{M}_x}(x) = \mathcal{U}_\varepsilon(x) \) as \( \mathcal{U}_\varepsilon(x) \) is a subspace contained in \( \mathcal{U}(x) \). Furthermore, in view of (31) and Prop. 4, there exists \( \varepsilon' > 0 \) such that
\[
\lim_{\varepsilon \to 0, \varepsilon > \varepsilon'} \mathcal{M}_x \cap B(\bar{x}, \varepsilon') = \mathcal{M}_x \cap B(\bar{x}, \varepsilon') \quad \text{for all } \bar{x} \in \mathcal{D},
\]
and
\[
\lim_{\varepsilon \to 0, \varepsilon > \varepsilon'} \mathcal{M}_x \cap B(\bar{x}, \varepsilon') = \mathcal{M}_x \cap B(\bar{x}, \varepsilon') \quad \text{for all } \bar{x} \in \text{int} \mathcal{D},
\]
confirming the fact that \( \mathcal{M}_x^\varepsilon \) enlarges the manifold \( \mathcal{M}_x \).
Illustration on a simple example

Consider the function \( f(x) = \max_{1 \leq i \leq n} x_i \). It is known that

\[
\partial f(x) = \{ \alpha \in \Delta_n : \langle \alpha, x \rangle \geq f(x) \} = \{ \alpha \in \Delta_n : \alpha_i = 0 \text{ if } x_i < f(x) \},
\]

where \( \Delta_n \) is the unit simplex. Let \( I(x) = \{ i \in I : x_i = f(x) \} \) and

\[
I_\varepsilon(x) = \{ i \in I : x_i \geq f(x) - \varepsilon \}.
\] (35)

Then

\[
\delta_\varepsilon f(x) = \operatorname{co} \left\{ e_i : x_i - \max_{i \in I} x_i + \varepsilon \geq 0 \right\} = \operatorname{co} \{ e_i : i \in I_\varepsilon(x) \},
\]

where \( I_\varepsilon \) is defined in (35). For comparison,

\[
\partial_\varepsilon f(x) = \left\{ s \in \Delta^n : \langle s, x \rangle \geq \max_{i \in I} x_i - \varepsilon \right\} = \left\{ s \in \Delta^n : \sum_{i \in I} s_i \left( x_i - \max_{i \in I} x_i + \varepsilon \right) \geq 0 \right\}.
\]

Consider the case of \( \mathbb{R}^2 \). Then

\[
I_\varepsilon(x) = \begin{cases} 
\{1\}, & \text{if } x_1 > x_2 + \varepsilon \\
\{1, 2\}, & \text{if } x_2 - \varepsilon \leq x_1 \leq x_2 + \varepsilon \\
\{2\}, & \text{if } x_1 < x_2 - \varepsilon 
\end{cases}
\]

\[
\delta_\varepsilon f(x) = \begin{cases} 
\Delta^2, & \text{if } x_2 - \varepsilon \leq x_1 \leq x_2 + \varepsilon \\
\{1\}, & \text{if } x_1 > x_2 + \varepsilon \\
\{0\}, & \text{if } x_1 < x_2 - \varepsilon 
\end{cases}
\] (36)

We see that \( \delta_\varepsilon f(x) \) is only a non-singleton if \( x_1 \) and \( x_2 \) are close enough. On the other hand, \( \partial_\varepsilon f(x) \) as the intersection of a two dimensional simplex and some half space, is always non-singleton. Consider the two dimensional case, when \( \bar{x} = (2, 3) \in \mathbb{R}^2 \) and \( \varepsilon = 0.6 \). From (36) we see \( \delta_\varepsilon f(\bar{x}) \) is just the point \((0, 1)\). The set \( \partial_\varepsilon f(\bar{x}) \) is shown in Figure 3 as the solid blue line. This means that, at points

Figure 3: \( \delta_\varepsilon f(\bar{x}) \) and \( \partial_\varepsilon f(\bar{x}) \)

where \( x_1 \) and \( x_2 \) are not “too close”, the dimension of the enlarged subspace, \( \mathcal{V}_\varepsilon(x) \), based on \( \delta_\varepsilon f(x) \),

\[
\mathcal{V}_\varepsilon(x) = \{ (0, 1) \}
\]
is smaller than the subspace that would be obtained using \( \partial \varepsilon f(x) \).

In this case, \( \mathcal{M}_x = \{ x : x_2 > x_1 \} \), \( \mathcal{V}_x(x) = \{ x : x_2 = -x_1 \} \) if \( x_2 - \varepsilon \leq x_1 \leq x_2 + \varepsilon \) and otherwise \( \mathcal{V}_x(x) = \{ 0 \} \), and \( \mathcal{M}_x^* = x + \{ x : x_2 = x_1 \} \) if \( x_2 - \varepsilon \leq x_1 \leq x_2 + \varepsilon \) and otherwise \( \mathcal{M}_x^* = \mathbb{R}^2 \).

### 5.4 General max-functions: enlargement and \( \mathcal{V}_e \mathcal{U}_e \)-subspaces

Consider \( f(x) := \max f_i(x) \) where each \( f_i(x) \) is convex and is \( C^1 \). The subdifferential is \( \partial f(x) = \text{co} \{ \nabla f_i(x) : i \in I(x) \} \), while the expression for the \( \varepsilon \)-subdifferential is similar to the one in (26), written with \( e_i := f(x) - f^*(x) \geq 0 \) for \( i \in I \).

To define a smaller enlargement, consider the \( \varepsilon \)-activity set in (21), so that

\[
\delta_\varepsilon f(x) := \text{co} \{ \nabla f_i(x) : i \in I_\varepsilon(x) \}
\]

satisfies the sandwich inclusion (5). Moreover, since the max-function is now defined in the whole domain, Prop. 3(ii) applies with \( C = \mathbb{R}^n \) and, hence, all the relations in (32) and (33) hold for this enlargement.

Applying Prop. 2, we get the osc of \( \delta_\varepsilon f(x) \). Regarding its inner semicontinuity, by Prop. 3, given any \( \bar{x} \) when \( x \) and \( \varepsilon \) are sufficiently close to \( \bar{x} \) and 0, there is always \( I_\varepsilon(x) = I(\bar{x}) \). Obviously the set-valued mapping \( (x, \varepsilon) \mapsto \{ \nabla f_i(x) : i \in I(\bar{x}) \} \) is isc. It follows from [29, Thm. 5.9] that \( \delta_\varepsilon f(x) \) is isc at \( (\bar{x},0) \). Consequently, \( \delta_\varepsilon f(x) \) is continuous at \( (\bar{x},0) \).

The approximations of \( \mathcal{V}_e \mathcal{U}_e \) spaces can also be expressed as follows:

\[
\mathcal{V}_e(x) = \text{span} \{ \nabla f_i(x) - \nabla f_{i_0}(x) : i \in I_\varepsilon(x) \},
\]

where \( i_0 \) is any fixed index in \( I_\varepsilon(x) \), and

\[
\mathcal{U}_e(x) = \{ y \in \mathbb{R}^n : \langle \nabla f_i(x), y \rangle = \langle \nabla f_{i_0}, y \rangle , i \in I_\varepsilon(x) \}. 
\]

Let \( (x, \varepsilon) \) be sufficiently close to \( (\bar{x},0) \) and be fixed. Then \( \mathcal{V}_e(x) \) and \( \mathcal{U}_e(x) \) can be respectively considered as the range and kernel of a matrix \( A^e_\varepsilon \) whose columns are of the form \( \nabla f_i(x) - \nabla f_{i_0}(x) \) for \( i \in I_\varepsilon(x) = I(\bar{x}) \) by Prop. 3, and the number of its columns is the constant \( |I(\bar{x})| \). As \( (x, \varepsilon) \to (\bar{x},0) \), due to the continuity of \( \nabla f_i \), the sequence of matrices \( A^e_\varepsilon \) converges to another matrix \( A_\varepsilon \) whose columns are of the form \( \nabla f_i(x) - \nabla f_{i_0}(\bar{x}) \) for \( i \in I(\bar{x}) \). It follows from [29, Thm. 4.32] that the range and kernel of \( A^e_\varepsilon \) converges correspondingly. Consequently, \( \mathcal{V}_e(x) \) and \( \mathcal{U}_e(x) \) as set-valued mappings are both continuous at \( (\bar{x},0) \) for all \( \bar{x} \).

### 6 Sublinear functions

We next turn our attention to \( \mathcal{H} \), the class of proper closed sublinear functions from \( \mathbb{R}^n \) to \( \mathbb{R} \).

Sublinear functions are positively homogeneous and convex; they constitute a large family including norms, quadratic seminorms, gauges of closed convex sets containing 0 in their interior, infimal convolutions of sublinear functions, and support functions of bounded sets. The class also comprises perspective functions, that are systematically studied in [2], in particular to show they provide constructive means to model general lower semicontinuous convex functions.

#### 6.1 Enlargement and \( \mathcal{V}_e \mathcal{U}_e \)-subspaces

As shown in [9, Ch. V], sublinear functions enjoy remarkable properties. In particular, see [9, Ch. VI Remark 1.2.3], they are support functions (of the subdifferential at zero):

\[
h(x) = \sup_{s \in \partial h(0)} \langle x, s \rangle .
\]

Hence, the subdifferential is given by

\[
\partial h(x) = \{ s \in \partial h(0) : h(x) = \langle s, x \rangle \},
\]

see [29, Cor. 8.25]. Moreover, as shown in [9, Ch. VI Example 1.2.5], it holds that

\[
\partial_\varepsilon h(x) = \{ s \in \partial h(0) : \langle s, x \rangle \geq h(x) - \varepsilon \},
\]

see [29, Cor. 8.25].
from which we define the enlargement in (40), generalizing the one introduced in Sec. 4.3 for the model function (7).

**Proposition 5.** Given \( \varepsilon \geq 0 \), consider the enlargement given by

\[
\delta_\varepsilon h(x) := \{ s \in \text{ext } \partial h(0): \langle s, x \rangle \geq h(x) - \varepsilon \}. \tag{40}
\]

If \( h \in H \) is finite valued, the following relation holds (which is stronger than the “sandwich” relation (5)):

\[
\partial h(x) \subset \delta_0 h(x) \subset \delta_\varepsilon h(x). \tag{39}
\]

**Proof.** The rightmost inclusion is straightforward, because \( \text{ext } \partial h(0) \subset h(0) \) and the set in (39) is closed and convex: \( \delta_\varepsilon h(x) \subset \partial h(x) \). Together with the fact that \( \delta_0 h(x) \subset \delta_\varepsilon h(x) \), by definition of the enlargement, we only need to show that \( \partial h(x) \subset \delta_0 h(x) \). In view of (37), for the support function \( h(x) \) to be finite everywhere, the set \( \partial h(0) \) must be bounded. Plugging the identity \( \partial h(0) = \text{ext } \partial h(0) \) from [28, Corollary 18.5.1] in (38) yields

\[
\partial h(x) = \{ s \in \text{ext } \partial h(0): \langle s, x \rangle = h(x) \}. \]

Therefore, for any \( s \in \partial h(x) \), there exist \( t \in \mathbb{N}, s_i \in \text{ext } \partial h(0), \alpha_i \geq 0, i = 1, \ldots, t \), such that \( \sum_{i=1}^t \alpha_i = 1 \), \( s = \sum_{i=1}^t \alpha_i s_i \), and \( \langle s, x \rangle = \sum_{i=1}^t \alpha_i \langle s_i, x \rangle = h(x) \). Without loss of generality we can assume \( \alpha_i > 0 \) for \( i = 1, \ldots, t \). Now to show \( s \in \delta_0 h(x) \), by definition, we only need to show \( \langle s, x \rangle = h(x) \) for all \( i = 1, \ldots, t \). Suppose for contradiction that there exists an index \( j \) such that \( \langle s_j, x \rangle \neq h(x) \). Then we must have \( \langle s_j, x \rangle < h(x) \) because \( h(x) = \sup_{s \in \partial h(0)} \langle s', x \rangle \) and \( s_j \in \text{ext } \partial h(0) \). Consequently, \( \langle s, x \rangle = \sum_{i=1}^t \alpha_i \langle s_i, x \rangle = \alpha_j \langle s_j, x \rangle + \sum_{i=1, i \neq j}^t \alpha_i \langle s_i, x \rangle < \alpha_j h(x) + \sum_{i=1, i \neq j}^t \alpha_i \langle s_i, x \rangle \leq \alpha_j h(x) + \sum_{i=1, i \neq j}^t \alpha_i h(x) = \alpha_j h(x) + (1 - \alpha_j) h(x) = h(x) \), contradicting the fact that \( \langle s, x \rangle = h(x) \).

\[\square\]

### 6.2 A variety of sublinear functions

Since the sandwich inclusion in (5) holds, Prop. 2 ensures that the enlargement (40) is outer semi-continuous and satisfies (6). Inner continuity may hold locally in some particular cases, as shown below.

#### 6.2.1 The absolute value function

For \( h(x) = |x| = \sigma_{[-1,1]}(x) \), we have that \( \partial h(0) = [-1, 1] \) and \( \text{ext } \partial h(0) = \{-1, 1\} \). It is not difficult to derive

\[
\delta_\varepsilon h(x) = \begin{cases} 
-1 & \text{if } x < -\varepsilon/2, \\
[-1, 1] & \text{if } -\varepsilon/2 \leq x \leq \varepsilon/2, \\
1 & \text{if } x > \varepsilon/2, 
\end{cases}
\]

which coincides with the right graph in Figure 2.

This enlargement is isc everywhere except when \( |x| = \frac{\varepsilon}{2} \). For any pair \((\bar{x}, \bar{\varepsilon})\) such that \( |\bar{x}| < \frac{\varepsilon}{2} \), there exists \( r > 0 \) such that \( |x| < \frac{\varepsilon}{2} \) for all \((x, \varepsilon) \in B(\bar{x}, r) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \). Consequently, \( \delta_\varepsilon h(x) \) remains a constant over \( B(\bar{x}, r) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \) and is continuous there. Same arguments apply if \( \bar{x} > \frac{\varepsilon}{2} \) or \( \bar{x} < -\frac{\varepsilon}{2} \). Now consider the pair such that \( |\bar{x}| = \frac{\varepsilon}{2} \). Then for all \( r > 0 \) there exists \((x, \varepsilon) \in B(\bar{x}, r) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \) such that \( |x| > \frac{\varepsilon}{2} \). According to [29, Theorem 4.10], \( \delta_\varepsilon h(x) \) is isc at \((\bar{x}, \bar{\varepsilon})\) relative to \((x, \varepsilon): \varepsilon \geq 0\) if and only if for every \( \rho > 0 \) and \( \alpha > 0 \) there is \( B(\bar{x}, \varepsilon) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \) such that \([-1, 1] \cap \rho B \subset \delta_\varepsilon h(x) + \alpha B \) for all \((x, \varepsilon) \in B(\bar{x}, \varepsilon) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \), where \( B \) is the unit ball. Without loss of generality, take \((x', \varepsilon') \in B(\bar{x}, \varepsilon) \times [\max \{ \varepsilon - r, 0 \}, \varepsilon + r] \) with \( x' > \frac{\varepsilon}{2} \) and thus \( \delta_\varepsilon h(x') = \{1\} \), and \( \rho = \alpha = 1 \). Then \([-1, 1] \subset \{1\} \cup [-1, 1] = [0, 2] \), which is impossible.

#### 6.2.2 Finite valued sublinear polyhedral functions

The absolute-value function is a very simple illustration of a polyhedral function that is sublinear and finite everywhere. The enlargement defined in Sec 5 for general polyhedral functions can be particularized to the finite-valued sublinear case. For a polyhedral function to be sublinear, all the
vectors $b^i$ and $d^j$ in (22) must be null, and for the function to be finite valued, the set $J$ must be empty. As a result, given a nonempty finite index set $I$,  

$$h(x) = h(x) \quad \text{for} \quad h(x) = \max_{i \in I} \{\langle a^i, x \rangle\}.$$ 

Setting $b^i = 0$ and $J = \emptyset$ in (25) gives the expressions for the active and almost active index sets $I(x)$ and $I_\varepsilon(x)$. Likewise for the errors $\varepsilon_i = h(x) = \langle a^i, x \rangle$ used in the $\varepsilon$-subdifferential expression (27). As shown in Sec 5.2, the enlargement (29) resulting from $I_\varepsilon(x)$ is osc.

For finite-valued polyhedral functions in $\mathcal{H}$, we have therefore two enlargements: $\delta \varepsilon h(x)$ from (40), and the one from (29), given by  

$$\delta \varepsilon^{(29)}(x) = \text{co} \left\{ a^i, \; i \in I_\varepsilon(x) \right\}.$$ 

This enlargement is larger, because $\delta \varepsilon h(x) = \text{co} \left\{ a^i, \; i \in I_\varepsilon(x) \cap I^* \right\}$, with $I^* = \left\{ i \in I: \; a^i \in \text{ext} \partial h(0) \right\}$. Together with the sandwich inclusion shown in Prop. 5, we have that  

$$\partial h(x) \subset \delta \varepsilon h(x) \subset \delta \varepsilon^{(29)} h(x).$$ 

Since, in addition, Prop. 3(ii) applies for all $\bar{x}$, there exists $\bar{\varepsilon} > 0$ such that  

$$\text{for all } x \in B(\bar{x}, \varepsilon) \text{ and all } \varepsilon \in [0, \bar{\varepsilon}] \quad \delta \varepsilon^{(29)} h(x) = \partial h(x).$$ 

As a result, locally both enlargements coincide and are continuous as multifunctions of $(x, \varepsilon)$.

Polyhedral norms are finite-valued sublinear polyhedral functions:  

$$h_1(x) := \| x \|_1 \quad \text{and} \quad h_\infty(x) := \| x \|_\infty.$$ 

The respective $\varepsilon$-subdifferentials are  

$$\partial \varepsilon h_1(x) = \{ s \in \mathbb{R}^n : \| s \|_\infty \leq 1, \; \langle s, x \rangle \geq \| x \|_1 - \varepsilon \}$$ 

and  

$$\partial \varepsilon h_\infty(x) = \{ s \in \mathbb{R}^n : \| s \|_1 \leq 1, \; \langle s, x \rangle \geq \| x \|_\infty - \varepsilon \}.$$ 

While the enlargements (40) are  

$$\delta \varepsilon h_1(x) = \text{co} \left\{ s \in \mathbb{R}^n : s_i = \pm 1, \; \langle s, x \rangle \geq \| x \|_1 - \varepsilon \right\}$$ 

and  

$$\delta \varepsilon h_\infty(x) = \text{co} \left\{ s \in \mathbb{R}^n : s_i = \pm 1, \; s_j = 0, \; j \neq i, \; i = 1, \ldots, n, \; \langle s, x \rangle \geq \| x \|_\infty - \varepsilon \right\}.$$ 

Figure 4 shows the enlargements for these functions, the $\delta \varepsilon$ enlargement represented by the red line, and the $\varepsilon$-subdifferential by the gray area.
### 6.2.3 The maximum eigenvalue function

The maximum eigenvalue function

\[ \lambda_1(X) = \max_{q \in \mathbb{R}^n, \|q\| = 1} q^\top X q \]

is also sublinear. In [27] a special enlargement was introduced to develop a second-order bundle method to minimize the composition with an affine function.

The \( \varepsilon \)-subdifferential is given by

\[ \partial_\varepsilon \lambda_1(X) = \left\{ \sum_{i=1}^t \alpha_i d_i d_i^\top : \|d_i\| = 1, \ \alpha_i \geq 0, \ \sum_{i=1}^t \alpha_i = 1, \ \sum_{i=1}^t \alpha_i d_i^\top X d_i \geq \lambda_1(X) - \varepsilon \right\}. \]

The expression for the subdifferential is obtained taking \( \varepsilon = 0 \).

In a manner similar to (21), the author of [27] considers an “activity” set including the \( \varepsilon \)-largest eigenvalues

\[ I_\varepsilon(X) := \{ i \in \{1, \ldots, n\} : \lambda_i(X) > \lambda_1(X) - \varepsilon \}, \]

whose eigenspace is the product of the “almost-active” eigenspaces: \( E_\varepsilon(X) := \oplus_{i \in I_\varepsilon(X)} E_i(X) \).

With these tools, the proposed enlargement has the expression

\[ \delta_\varepsilon^{[2]} \lambda_1(X) := \co \{ \delta d^\top : \|d\| = 1, \ d \in E_\varepsilon(X) \}. \]

Although not apparent at first sight, by taking advantage of the structure of \( \lambda_1 \), this enlargement is much easier to compute than the \( \varepsilon \)-subdifferential. As shown in [27, Prop. 1], the enlargement satisfies (5) and is continuous, thanks to the nice analytical property in [27, Prop. 9], stating that, for some matrix \( X_\varepsilon \),

\[ \delta_\varepsilon^{[2]} \lambda_1(X) = \partial \lambda_1 (X_\varepsilon) \quad \text{and, therefore}, \quad V_\varepsilon^{[2]}(X) = V(X_\varepsilon). \]

The enlargement from (40) has the expression

\[ \delta_\varepsilon \lambda_1(X) = \co \{ \delta d^\top : \|d\| = 1, \ d^\top X d \geq \lambda_1(X) - \varepsilon \}, \]

which gives a larger set than \( \delta_\varepsilon^{[2]} \lambda_1(X) \). To see this, take \( d \in E_\varepsilon(X) \) such that \( \|d\| = 1 \). As any matrix \( X \in \mathcal{S}_n \) is diagonalizable, there exist eigenvectors \( d_j \in E_j(X) \), \( j = 1, \ldots, r_\varepsilon \) such that \( d = \sum_{j=1}^{r_\varepsilon} d_j \) and \( \{d_j, d_k\} = 0 \) for \( j \neq k \), where \( r_\varepsilon \) is the number of distinct eigenvalues among the first \( r_\varepsilon \) eigenvalues of \( X \). Then \( d^\top X d = \left( \sum_{j=1}^{r_\varepsilon} d_j \right) \left( \sum_{j=1}^{r_\varepsilon} d_j^\top \right) = \sum_{j=1}^{r_\varepsilon} d_j^\top X d_j \). As \( \lambda_j, j = 1, \ldots, r_\varepsilon \) are distinct eigenvalues satisfying \( \lambda_j \geq \lambda_1 - \varepsilon \), it follows that \( d^\top X d \geq \sum_{j=1}^{r_\varepsilon} \|d_j\|^2 (\lambda_j - \varepsilon) = \lambda_1 - \varepsilon \). Therefore, \( \delta_\varepsilon^{[2]} \lambda_1(X) \subset \delta_\varepsilon \lambda_1(X) \), as stated.

### 7 Concluding remarks

In Section 3, we considered a simple model function (7), and different versions of \( \mathcal{V}_\varepsilon \mathcal{U}_\varepsilon \)-subspaces, defined using different options for enlargements of the subdifferential. We argued that the usual \( \varepsilon \)-subdifferential is not the best choice for the task. In particular, comparing (12) and (14), we see that the latter is a better approximation from the point of view of \( \mathcal{V}_\varepsilon \mathcal{U}_\varepsilon \)-decomposition, because at points not near the origin, the function is smooth and it makes sense to let \( \mathcal{U}_\varepsilon(x) = \mathbb{R}^2 \) and \( \mathcal{V}_\varepsilon(x) = \{(0,0)\} \), as in (14).

In fact, the situation is similar for the so-called half-and-half function, extending (7) to \( \mathbb{R}^n \), with \( n \) even. Specifically, consider

\[ f(x) := f_1(x) + f_2(x) \quad \text{with} \quad \begin{cases} f_1(x) = \sqrt{x^\top A x} \\ f_2(x) = x^\top B x. \end{cases} \]

The matrix \( A \) has all the elements zero, except for ones on the diagonal at odd numbered locations \((A(i,i) = 1 \text{ for } i \text{ odd})\). The matrix \( B \) is diagonal with elements \( B(i,i) = 1/i \) for all \( i \). The minimizer of this partly smooth convex function is at \( \bar{x} = 0 \), where the \( \mathcal{V} \) and \( \mathcal{U} \) subspaces both have dimension
n/2 (hence, the name “half-and-half”).

Directly computing the \( \varepsilon \)-subdifferential of \( f \) is not easy. But we can exploit the structure of this function and define our enlargement to be

\[
\delta_\varepsilon f(x) = \delta_\varepsilon f_1(x) + \nabla f_2(x).
\]

Since \( f_1 \) is sublinear, the enlargement could be \( \delta_\varepsilon f_1(x) \) or the one defined in (40).

The possibility of choosing different enlargements, that was illustrated in this work on some structured classes of functions, can be further extended to a much larger group, by means of composition. Namely, suppose a function can be expressed as \( f(x) = g(F(x)) \) where \( g: \mathbb{R}^n \to \mathbb{R} \) is a proper closed convex function and \( F: \mathbb{R}^n \to \mathbb{R}^m \) a smooth mapping. If we have a good enlargement \( \delta_\varepsilon g(\cdot) \), then we can simply define

\[
\delta_\varepsilon f(x) = \nabla F(\bar{x})^\top \delta_\varepsilon g(F(\bar{x})).
\]

The corresponding enlargement of the \( V \)-space is

\[
V_\varepsilon f(\bar{x}) = \nabla F(\bar{x})^\top V_\varepsilon g(F(\bar{x})).
\]

Exploiting those constructions in an implementable algorithmic framework is a subject of our current and future work.
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